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I. iNTrRODItI(r1ON

A\ nexW class of' integraited circuits, cal led charge domini de~ ices (('1)1) its been dle% cit pe~1 "lit OIL
goal oft periorming signal processing f'unctionIs With aIccurIacy and speed perlitank-c C\CCCLing liter.-iI
tk'4 technologies. The starting point1 for this developmient is con'Cniioiui1 charge! tran1Shcr ti : itt

((TI)) techinology. )'~ Dices of* this type such as charge Coupled de~ iCe ((VDI) tIrajs% Crsal filter-s'
0. have been demonstrated in many Cases, particularly a i high f'requcIIies. 10 hie IOinC tiflik-cin i1 ii10p

fornming particular sampled data processing funIctionIs t han Such al terna tive tch nikqueS as- d igiil IaIilt C rs (11
s\%itched capacitor devices. H owever, ats the speed and accuracy perhtormancc reqIuiremntIs increaisc.
ctonvent ional CTI)'s also encounte icr a m er of' liiitationls, and it is thle pur pose of' I le dech inici ii
efl'ort covered in this report to provide at tech nIology which pernli iS hiigher speed operatic i n ide;
dynamic: range by avoiding these limitations. lII order to understand thle originl Of' scoeC of these licuita1-
tion,. the operation of' conventional ('TI)s are briefly reviewed.

Conventional CT[)'s derive their Output signal by sensing charge packets with overlying \I()S c
trodes. Miultipicatioii of' these charges by tap weights is implemented by splitting tlie overil me elec-
trodes in proportion to the desired impulse response coefficient, and summation is imfl)ieniitCdI~l1 %~ cccii-
necting thie overlying electrodes. This implementation is parlticularly efficient, tince all oI' tic
mat hematical operations are accomplished automatically by simnipie physical laws rat hei t hain h\ iipci -
lating binary bits in com plex logic circuits, but it Causes atl least two of, I li problemils. i rst, asN tie
speci fica tions on the system increase, and thle number of' filter coefficients needed to accompl ish the:

$desired transf'er f'uinction increases, thle total capacitanlce of' thle output clectrode increases, making high
speed operation more difficult, and second, non-linearities in the relationship between the charge iii tile
packets and thle voltage induced on thle overlying electrodes usually comlpromises thle accuracyo (IIiic

a t~ransf'er functicon it' buried channel tech nofogy is used. These constrainrts have: iii tii: past liit ed tilie
lreqiieilC handling capabilities of conventional (if) filters to a f'ew meg"aherti.

Charge domain integrated circuits have been developed to overecoime thlese limitat iois s0 as tco in-
crease tile frequency range that can be handled by monolithic signal fprocessiing chips."I II ehlifie
domain devices, all signal processing is perlormied by manipulating thie charge packets themtsek~es. rathi-
er than using the image charge on overlying electrodes. The charge fpackets repreSeIIiln tile inpul1 Sit-
nal nmay be split, routed, delayed and combined to formn new charge packets that r'lersent tlie output

* - signal. But since thle splitting arid routing depend oilly on the plan view geoiletry of' thle de~ ices that at.-
a comnpiish it, and not onl the dletails of' the capacitance-voltage chlaracterist ic. buried channeld tech ilologv

can be used without degrading the accuracy of' tie tranisfer function. I urtheriiiore. since portionis of

some charge packets can be routed backwards in the signal flow sense and re-introduced into thle for)--
V. ~ward path, CD)Is yield the new possibility of' filters with infinite imIpulse response-, i.e., filters thlat 01i-

plemient poles ats well ats /croles in their t raisf'er IltinCtioi. Finally, Since thle out put (IOf these de'iC ics it
stream of' charge packets, low cafpacitanlce diode sensiing of' tlie charge is used itc genlerate tile tultut sig-

ii Thrius, tile output capacitanlce does not increase as the filter architecture coiisiltecnpe\
* ~and de\ ice speed is limited only by the speed of' chlarge transfer whlichi, for buried chianniel tclliictlog\,

may be ats large as hundreds of* megahertz.

Tile plurpose of this contractual effort was to investigate the uinique capabilities of* chlarge domain de-
Svices and to develop them For high speed sanmpled (data analog siginal proicessinrg. Specifically tilie three
% gccls of the ciontract are, ats stated in thle original proposal:""'

* * r~~t investigate tile fuLndamental physical opleratioin arid liimitations (if tilie charge docnlainl conlcept and
thie relationship to analotg filter peri'Orniailce cilaacteristics. ''lis will dcvr thle rlttilicht%
suIch de vice chiaracterist ics ats lateral transf'er speed, chlarge packet Splitting aCCLen AA Miad sLIch1 pci-
l'orniance characteristics ats filter aIccuracy, liniirity. and bandwidth.

To dlesigin and implement a charge domain filter ats a test vehicle that will demnonstrafte lie rforrua nCe

It (Ii est."iviic tlie teasciliivt of, icitictuucing d4Mg~iiiibht no l~iecciiiiii filters KaIK 1)ncc

gr~iliiiahle buildingp hcks, will he designed. fahricaited, and evailiiua ;Ir Iml ifbtis t'rcccrrcii. It is,
-. ~ll It i M - 1s110ic th elt rec,ifis t(4 litis %c& rk will headh tc t a fuure prlcgrtlI Vli twi Iitchic N lit i~Ith filc;'if
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,, '.,, nIll hl.." lill,,.l 11111h l,." k-m illidll.'d hY
r  lJ l,:z y AIvallah'Ic. in t wcsso4 l",, t- 111 ll1t" ImhI, tu , ' , .n 1

p tcssin huilding hihicks call be illlIiiiitld with softlware C.'llfig l 11hitly and Iht, (Ii'hkl% ,ind

coils eme1t11I integrated it) a variety oh" applications.

-" l Hhis invesligalon Ihas cocred all tiIe areas outlined in the proposal and has gone into more depth in
- ~ ~ ~ o [ C rl(iIlie areas. Tlhe goals of' thle contract have been addressed, and thle suIccessfuLl demnonstration

Of[ design uieIhod logics, test vehicle filters and progratimabilily concepts has proven [ hail tle clhage
domiail Cncepl is indeed a powerf'ul new technique for flexible realizing signal processing 'unctions,
an1d li matcl entire systems on a single integrated circuit chip.

SeC!in 2 discussCs sonic or tihe basic charge doniain operations For delay, multiplication and addi-
Ihan. Scloll 3 dscrihes the reprcsentationi (of signals in (lie charge donain which pernits f'ur CILuild-
ranlt AritietiCL fLunliols to be r"cali/ed. Also in this section is a descriplion of the lalhClalics ui1fCr-

" -- lx I Ing a hilh.Ir de"ign. lI his leads into Section 4 which details some of the device structures which iare
n.eded to impleiment [lie mathematical lt.'lions and their capabilities and limitations. Several charge
dnlail stl LItille, \% hich ).rcrie these limitations are described in Section 5.

Sctio.ln 6 discusses perl rnance characteristics such as linearity, dynamic range and bandwidth. The
operation of charge splitting, which determines coeflicient accuracy is also discussed. The physics of

this operation has been investigated through testing of structures. These results indicate experimentally
how tile splitting structure may be optimiied for accuracy.

Section 7 describes compuheri/cd test statiolis which have been developed for data acquisition to
S'hIl'-ZcircrieC the accurac and noise levels of charge domain devices. Experimental results, which are

Mich note prc iseC thlha those obtained by previous methods, are also presented.

Sctlion1 X discuIsses theC compuLter aided filter design tools which have been developed ats the work
pro tceded. These tools are used in the interpretation of the test results and also in determining the
feasihi lit' 1 certain filter designs prior to device fabrication.

Sc.[ion 9 details Ihe ICtualIJ design and operation of two charge domain filters which have hen de-
-. x eloped for this contracl, a simple three pole low pass filter, and an eight pole narrowband bandpass

filter. loth of these filters have been successfully demonstrated and experimental measurements of
"licir perlornmance are included.

s nenli(ted above. one of' the ma or goals of this contract is to provide the capability of electrical-
Ix pr briniinn g lie coelficients that characterize the transfer function of a ('1)1) filer. Section 10 de-

Sscrih.s ,\cral a pproaclies which caln be taken lo realize digitally programmable devices. Two of' these,
1;n11mel. a SeqLiLelNial metho d which minimizes chip area and i pipelined method which optimizes speed.
hut,. e b 'een sIcs llyinletIlenled, and experimental results are presented.

Sc nli I I lk k,, to I i'Lttire and desc.ribes (iher Feat tres of tile charge domain which have r(11 yet
been iili/e'd. I Ili, s cli(i describes sotmte applicatiotns which could he ellicietitly addressed withl chargc
itmilailn hccli iiolog. and W(tld evettually result in ilie desired systeni oi a chip. All of the results to

date, mid possihle I'ulire extensions are sunniari/ed in Section 12.

o1-2
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2. BASIC ('IIAR(;E DOMAIN OPERATIONS

D)iscrete time signal processing requires nily a relativelk small iiumber ofI' Ilnclions., namiiely, (dac
(menory), and four quadrant addition and multilication. In ordcr to ()p6ini/c perlormaice, the"
finctions must be implemented over a wide dynamic rainge, yet co'(slnsume little powerf aid silicon am' i

This section describes how Ihec charge domiin concept addresses these reLLlrlelmlltsllS

2.1 INTACT CHARGE PACKET TRANSFER

Charge packet transfer is the basic ()peratiion Used il hoth Ithe t c ( I ) de.lay Ine . id [llie ('('I) split

electrode transversal tIlter. It can be lCColtI)ilis~ljd in a.i in lhr of" dillere m w \wdYs. ' i ehle .i'h luc

Lsed l'()r this contract is Ilie pseido one ihase approach sh(~in in t1p-vie% aid cl( iss sectll in II,-
Lire 2.1. This technique requires 4 electrodes pier stage. A . uI % clLII t'lck is replied icycIc i%%()
electro(des in the Centelr Of I:ilre 2.1. TheI'lse electrodes are called, rlspccll\cl, the clocked lililsic
electrode and the clocked storage electrode. Ili other two electrodes are held a1I )(, and are -ih.k

CLOCKED
DC ELECTRODES ELECTRODES

7--... PRIMES = TRANSFER GATES

+d' 1 d c' +c +d' d ' +c UNPRIMES = STORAGE GATES

I SURFACE POTENTIAL

~-- -

QIN I QOUT

ONE CCD STAGE"

%-

• • I tgu re 2. I lPseudoi one phase ( ("1) !lierililn .

I.I



I,~~~~ it I I I Il 11 it I. I( IC I I~ Ie Ic ku s I( )t k lgt n o i .u I I I t I ) ( c l k. I l c N d

- i here iPn (I 11.11 stakge of t ransf er per one l'ull clock cycle (one delay period). As it short hand notation
-.- f Ior other figures. One full stage including four electrodes is shown schernaticaill. I-s I single rc.tangle
*representing t he plan i e" of' the reservoir holding the charge during one of the clock phases

1.2 A CK E:i FS 11,.I N lt

11 Il In -[IiCur 2.2. thi operatCI-ionl is ident ical1 to thle haicI Ipeiai Ion decibehd .,I% e C\l,,pi I I
Ch Icccix ing1 reser'01i I, isComprised of Ix~o or more sections %~hose tota'l tapiiadihe is, Ii ilhl% CkLItiI II,

ot lie 5(it (lieesci. on. but "~hose reclalike si/es corresIIMIll i11), Wr"tiiii~dii sI 1
i

illrge 11,1s been split illk portioii0.eacl Cith1idiul 1ortionl Canl hc malpluclndpidci
iintkitral,, sp)Iliig ctionl can be conxenienth~ obtained. hN staig thet 1eidn edge 1th ai

* gis that separate thie re~in-mg reservo)irs in tile ii inslcr g iti rcgi n (I tile i It r isie ititi mc iN
ShOlxiki ill thle Figure. If' [Ilk ptleitial inl the tr insler gate region s l 11s JII N iii1 -r i1,1t il e ciin

01+ 2 - O

0 0

*1..

00

FLOW: IMILATERAL

F~iguire 2.2. Barrier charge packet splitting.
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Sa-

' rcs,roir,, tihe charge %%ill not be able to "hack Lip" aroUnld tile lrtliur., hec'W.'cC Ihe IC.CMr\niI.
\hh0uh the lCadifiW edgc. o1 the harriers are sho,n coming to a point. this leattire I', nolt esCelI.l Ii
Is. helpitil, ho we'cr. in rinilii/ing the ,,tlectl ',l, tll.contr olled electriC iCld oil I le divisiOn Ill tIe
it kharc along tile rceci\itg rescr'oirs.

a' Ilhe packet splitting operation described abo . is used to implemlent ll nl inullipliction, hill soeI proh-
-" " I ' n ue b la.Cd I irsi of' all, it is not be possibie to im.plen tC'n CO,liiI.iiis g1reat r thanl 11it + \\illh

ill', .a1poach. And scon+d, the impleenntation olh multiplication b\ i ilegati. number is no)l ohioll'.
SFoh Ill these poaljt , are addrsscd in d lail laltr.

2-..1 P \CKFTl ('()\iBlI(;N

\s -in he seen in I Ilure 2.3, this operati n is lso essentially identical to the hasic transter ( l.-
Iti .ll dls,,'.Isseud ,ib %C Ihi, t1111e Se%.C;Il co pone010 t IpacketS alr sinIll l ta. i sl trail' err d into a itig .
-r111'. i 1 , in, t 11, sohI .L,, that this operation mp l'illents tile SL. latio.llH 11 O h th iiidi'. itlll C(IIIIuIu':i
k.h.1r LC !I % ' .+ t,

2.4 QI II.IIIIRATI()ON

A c.hnique called "'equilibration" is used to implement both addition and multiplication in a single
step. In this operation, which is shown in Figure 2.4, two charge storage regions are brielly connected
together during each clock period by turning on the equilibration gate that separates them. During the
time this gate is open, charge flows between the reservoirs so as to equali/e their potentials. After
equilibration, the gate is turned off, leaving amounts of charge in each reservoir in proportion to their
respecti e. capacitance (assuming equal applied voltages and threshold voltages) irrespective of the ini-

- ial distribution of charge. Since charge is required to move in both the X and ) directions in this
structure, there is a, potential speed problem. The relatively long time required for an initially unequal
charge distribution to become uniformly distributed can be greatly reduced by introducing a lateral
diffusion channel to lower the lateral resistance and thereby reduce the time constant. This diffusion
niav he o'erlayed by a metal to further enhance lateral transfer speed. The penalty inherent with this
technique. ,hich results in a structure similar to a stage in a bucket brigade delay line, is higher
transfer loss. However, since only a small number of these stages are required in a device, this is usu-
_ .ll. not a limitation

0iif 0 001 +02

* I igure 2.3. ('barge package St11iilltiOul.
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Figure 2.4. Gated equilibration charge splitting.
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3. SIG;NAL. PROC ESSING,

K 3.1 SIGNAL. REPRESENTATION

For genleral filter designl, it is necessar% to1 represent l)sitivc anid iicgaiic iitikse tespiilc
* coefficients ias w ell as posi Ii \e and negative signal Values, and it is necessary- io ilniplk:citi iiltItIi&,vkc

tion ct ilrectl% in1 allour quadrants. Although replrcsentation of positive and nlegative siginal liilcs c-an
6 ~be acconmplished in the charge domain by thle use o' it bias charge. it is ntloi ci veotentl to Use I%% sep)-

aritte charge packets for each signal saieI. In IliS iIscas, thle actual, sWina leC el11 ca e repre'se n ted in%
*thle di fference between these two charge packets. Ilh is approach hats thle ad van Ltaue t1-1 hit 0 t C lieLr l 11

not reqitired to be fixed. but Canl be atl anyV ICVel all that is rirC111ed to repreVsenI t a/ero signal i(e,: 1" i
-. that the two packets be equal to each other. Thus, Al of' thle signll proLceSSiglL Cleietsl %%10 I 1nch i

scrihed have two input charge packets For eaich signal sample, and t lie " ill troduice tmiw output1 cli.ii --
*packets,. 'I11he outptU signlal samllple is represented by the difle'rence hetm ceo tile cliartles inl these no~i

* ~packets w itho10.t regard ito their bouevle.ths hs itu packets arein h sc an

miat as [the inpuLt packets, and can be l'ed into aither signal processing elemenelt directl\ 10 IIIpicrIteI1
thle cascade of' the processes. A diflerential amplifier is reqluired 10 prduIce thle littal otp)Ut slignal. 1)(t
nto aimplifiers are nleedied at any intermediate point in the struIcture-. [h'lis r~)ICprSentati0i i)iovidcs theC
additional benelit of reJecting common miode interference alt ile outptlI N1s61iti s l'CcdtlIIroUhtf clock
\%aveorms. (lark Current, and other undesired signals.

Packet splitting is Used to i mplenment 1ii ilti plciCIon. P)05jtiye cOi-elhieiils (less than Uniit' v I re iii -

plemented by delivering the desired f~raction of' each packet to tile corresponding ou tput packet, and
leaiecoefflicients (less than unity)I are implmne by dlvrng thie selected portions to tilie oppo-

sipolarit\y utpuLit packet. It is easy to show that this scheme does indeed imlplentent1 four qluadrantI
niliplicath.ionI Cotrll . (Note tha-CI%.-t a niegative signal is represented In', a larg-er negiitixe Charge packet
and that this is delivered to thle positiVe Output whenI thle coellicient is ncat 'c. hiut,, itti c sIigna

- il1Cied Ia negattive coefficient results illii a p)iliiv Output.)

3.2 INIPIJAIENTAI-ION OF M'A IllVFNAIiS

A\ Leneral fortii of' the ditlrcIeC equat ion thatl is to be impt)1eIen td b\ Ilic: liltel iv.

V Af

Y' .4 
4 

YP + B4 t3.1 -

and t[lie correcspondinig trawtiser l'unet ion For tile 1- t ransfo(rnil is

Wl/ (3,21

[lie poles ol thie transf'er fuLnction are the roots of' thle polynomial in the decnominator, while thle /eros
atre thle roots of' thle numerator in Equation (3.2).

To keep the physical implementation simple, we restrict the coefficients to real numbers. It is often
usef'ul to consider the denominator as a product of first and second order factors having real
coefficients. Since the original rational transfer function can be implemented as a cascade of' individual

*fiactors or ats a SLIM of partial fractions, it is only necessary to discuss the implementation of' one first or-
der and one second order factor. Although the numerator can also be factrdi iia anr ti
usually practical to implement several zeros at once by using transversal filters of' modest length. Thus,
it will not be necessary to deal with the elementary factors in the numerator. Also, note that numerator
coefficients canl always be scaled such that their sum is unity, and that the only efrect is a change in the

I. overall gain. Unfortunately, the same cannot be said for the denominator. The unit term in the
Wderninator of' equation (3.2) came From the left[ hand side of* equation (3.1 ), and] this term sets the

scale f or the A's. Fu Ft herm ire most of' thie desirable pole locat ions involve second order Factors iii
which the coefficient of' the first order term hats at magnitude greater than unity. Since it is impossible
to implement such coefficients in at purely charge domain design, it hias long been thought that these

% ~poles cannot be implemented without resorting to devices that provide active gainl.
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* 4. GENERA~L APPLICAT'ION REQUIREMENTS

IThe c harge domlaini basic buildi11ng block fu net i ns cail he ConlInected Itlsl as% fle secli num ol* a block
diagrami of' a sampledI datta filter are connected in order to provide l'or ihe poi1cs and ,cioeS of' theC lute; K
transf'er luriction. T'here are limitations oil the placement of' the poles and /crttes duie to the tonY ilmill
of'd having no gainl elements inl the system and of' perf'orming onily, tractional multiplications I hic nrei1
axtis pole corresponds to an exponential dccaY lint tic timie domaini. wile the ci niple x polte p; iii

* corresponds to at decaying sine wave.

rhe desired transl'er tuLnctioii for at real axis pole is

// Z t/ __- I-n) _ I / - I -- ( .

and so the piole is placed t Z = a . Thle Z 1term inl the numerator of' F[laon 4.1 only pirovides i-
ticessarv delay of' the ou.1111u.I. Removal of* this delay by placing at /cr) atl thie orig in ( / (10) \%illI pot

'ide at smlaller (.1)1 strulcture and reduce the throughputI delayN. T1he reCsulting dlifferce C eqluat oil i-s

I()= kIZ '(Z) 4~ AIx (/) .(4.2)

The block diagram for this function is shown in Figure 4. 1. By varying tv f 1rom zero) to one or zero to

* minus one, the pole can be placed anywhere on the real axis within the unit circle (-I < Z < I). At
* the split the sum of' the magnitudes or the coefficients must be less than or equal to one so the max-

imumn gain is when A = I - ittil. This gain constraint can be compensated] for by proper sizing (if the

adjacent circuitry. Thus implementation of a pole on the real axis is realizable within charge domain
constraints.

The tranisler f'unction ol' the coniplex pole pair is

H(z) = k2 k2________(4.3)2 Z
-2 2a2Z + (a2 + 'I -2a 2 r t +(a w 2

thus placing poles at Z = a 2 ± iw2. The Z-2 term in the numerator can be removed with a second or-
der zero at the origin. The resulting difference equation is

) (/) = AX(Z) t 2( ?/ Y() -- ((,?2 + i t ) ' (Z) (4.4)

Its block diagram is given in Figure 4.2. In this case the sum of' the required coefficient magnitudes at
the split may become greater than one even for k2 = 0 for certain pole locattions. The realizable pole

* locations for direct charge domain implementation of a second order section are inside of' the dashed
lies of' Figure 4.3. This imposes a severe limit on design flexibility since many of' the desired poles are

* outside of' this region.

Irle Solution01 is to finld funl~ctions; which canl be implemented inl the charge domain whichl p~ro ide

* pol~e- in t heir desired locaittins p1LI uS0oniC oilier non-desi red poIis. The 11C r tILHUS pIMI'ties cb cailiccl led

1 K1 al-e

+
+ Y(Z)

al

I igirc 4.1 ItcCirsive .,iCUiL1thti blotck iliagraiti
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ligUre 4.2. Complex pole pair block diagram.
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OUt with ieroes which can he placed anywhere in tia /-plane by usi rg a charge domain Ira islersi liltet.
0-Cne Such function is

An'"

(+ A -A/

[he associated difference eqUaliOn (assuming the addition of" an Nlh order /or( at the origin) i',

H Z) A X(Z)- AZ ( (4',)

where A2 = l-A. The block diagram of a recursive resonator which implements this function in shown
in Figure 4.4. The roots of this equation are

•- = ( -A )" \ 1 2 , (4 "

which yield N poles equally spaced around the tinit circle. In polar coordinaie,, Ihe poles arc hocm'd

""'"Z = k exp [i(2n rI)i2N1 (4 N1

For example, with V = 5, A = 0.2 and A, = 0.8, the poles are located as shown in Figure 4.5. If one is
allowed to freely choose N and A, poles can be placed anywhere witlin the unit circle. Note that it is
inpossible to build an unstable filter in the charge dornain because the magnitude o" tihe Co illiciel t IS

limited t) less than one by lack of gain elements in tile circu it and tlie conservation ol charge at lhe
splitting junction. Nornially. one is interested only in a small number of ihe pole pairs produced h% l1e
structure shown above, and the unwanted poles must be canceled by a transversal filter. When ih:
.eroes implemented by the transversal filter are placed directly Oil (01 01' 01C led pole,,, the
desired transfer function is obtlinCd.

k2 = I-A

* +( 1
.XZ) 

Y(Z)

l

Figure 4.4. Recursive resonator block diagram.
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Figure 4.5. Pole locations for an N =5 stage circular shift register.
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5. (tARI;E DOMAIN REICURSIVF STRCI'UJRES

A srticture which impll enils the real 1olC i'lunctiol is sh110% 11 sc'llcniit.iCJll ill I '.lrle I . I i iln-
plllSC or LIIIit sl e e I nII e Should he a d " Nllg c \1IIreilIIJII I le chaIrlgC paCkCi pr.'cscir.llltll ;I 111111
,amiplc, V, is clocked i111o S clioin A. The eqliilihiMaion gic opci andI cloe',, 1caiint. I %ivl1 i1 .i1d
I ith A .. \k here

I d

rilc portion under -1 is clocked out and no ice% charge enters (For l unit pulse pil110. Ihe CqLihIri-
tin gate ope is and clo5CsI i storing o.1 ill H and otuing 1A Ii 'hio" 1110odure'C C' 

liiinic, L1\

Mig (h reluired cxponential decay of'

" here H(it) is (he outpLlt sample and it is lIc sample number.

A charge domain structire called a circular shil't register was devlo pcd prior to I his cootract ( reil-
ile thle transl'er unction of' quation 4 I4l is structure is shown schretll ilca ' yi inIi gore .-) Since

.. it is to he a1 member of' a linilv of devices in Which signal Sillleles arC L.11lllilily represented as tie
difference hetween tw(i charge packets, it is shown with two i1111)-11 S rlctrs. this is a kc\ tcilirc
-lich is missing I'rom similar approaches developed by others." ' ) In Itle figure. thle i)Osill\e Wighl
charge packets enter at tihe top 'roml lie leflt, and ti ie negative weight clharge packets cnliter Irl lli i Ic

4 ',

.-, EQUILIBRATION
GATE

B

Q n -41 A[

Coout

w1.-. o , I k- I lilt ; 1
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4 I
5.2 ic lr ,-.rgstrshraicso igi pus epne

al11 o-il iliar ,[i o iiCW ih 1. 11iI ak t ev ttl optw r iha dtl

%%k~igl h Figurte 5.2.y Ciles r hil reg1 fis t l ch e nti l h w lng i tmlicgil eigh packt of

It~); li1e 1 ao loIt liiilat~ titltive weight output wil ckets leme tain te top towr(Ic tegt n te

mill mtir qisa )p11io ti, botuh alpoie' n eie inpuad connoeejet)ion ieplentiob
11'io t11C klillereial rgstructur Cl e an~ P0d hy lproeinin a p it sinlmple bypose a .chracketg til

ereate hali t o satCIrI(RIS I'Me ni the1LO poIsii siel and ~ il c trrespXndin chr i ~packe i illthe
I/ga I) .11id %ih a ll og les t hun lt api tue whil a eaie sga srpeetd b it i e

'.~igtt carg paketh~ingles thn )~ of he IIIlull hag ptialcell ancds o negative weiakto

- Idipu h.% t I mlC I ) ie "11 itpro Ic also proecnced lt(icmmonimoe reci on.Ll heC Mid[erAn

* Ir1lioui t~lIP loit- Itedhak chanel I h lir ist otlput plse1 aIppeals" With anl amiplitude I' I -A

I i ~c cy'cles later t(lie A portion hais proceeded to point 8 where it is again split into A and I - X portions.
I lie output portion appears as -A CI --A k with A 3 traveling back up towards point A . Five cycles latter
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Figure 5.3. Circular shift register impulse and frequency responses.

*the split occurs at A once again with a resulting output of X 2(-A), and so on. This impulse response
(which is the inverse Z transform of Equation 4.6) is shown in Figure 5.3. Note that any periodic sig-

* - nal whose period matches the time needed to complete one full circle, and which changes sign during
each half period adds onto itself as if circles around the shift register. Thus. a sine wave with a period
equal to the number of stages around the circular shift register builds in amplitude, and the structure
also resonates at all odd multiples of' this fundamental resonance. These additional harmonic reso-

* .nances correspond to the additional "unwanted" poles. All other frequencies dto not resonate and are
attenuated. The resulting frequency response is also shown in Figure 5.3.

.,' charge domain transversal filter can he cascaded with the circular shift register to provide zeroes
- to cancel out all the hiigher harmonics leaving thle futndamnentat, or cancellinug out the 'l 11damenC tal and

leat ing onle of the harmionics. The forni of a charge domain transversal it Im Icat ing ()nh, t he tu ii-
danlIentaf is shown1 in [igure 5.4. Its impulse response is at sampled data ci Cisoi of one halt' Cycle oifa
decay ing sine Wave. When this impulse response is convol''cd Witli t hat of thie circular shift register.
the cllect is to till in thec empty samples of' Figure 5.3 Witlli samples o[ lie decsired m avet orn I lie till-

* ~pulse response of t Iiis cascadved systeml is (lie saminpled data (tecavin linc Si ie~ic shownl In t igure i.4,
This truly is anl infinite impu)Llse response design. Thie resuttilig fre'.tueiicY response is sho\% il Fi ig-
Lii rc 5 Note thfat nowk (oily thie resonance at thle fItnldaiiien ~tat frequenicy is apparet, all ii hr f'reqnte ii-
Oes are attenu.ated. 'I his structure is capable of impleminglil poles essetitially\ anv% here \ hin lie1

* unit circle of thle i-plane, WitlIi thle angle's expressihle as

x% here 11 aid Ill are intieger-s

While this technique places poles anywhere within the unit circle, in sonic cases this approach, while
feasible, is not practical. Suppose for instance a complex pole pair is to) be placed at angle of' f0 = ±L 89'
in the z-plane. According to Equation 4.8 this requires a circular shift register Withi 2N I 180 stages.
[he transversal filter is required to cancel otit 88 Unwanted poles. In addition to heing inmpractical inl

5 termis of' size and power, the pole section, even at its non-resonance frequencies provides fit tle aitenua-
E'S tion. aid tli1.t% the entire filter is only marginally better than the transversal filter alone.

., Iii4l(lfilk-inI)(u 111c circklarll sf1111! registeicet hasli het i khisk-cieril M10 tiilitlil~cls ;1 11110i
liiuui .flikieiii v',;tv U)i lace iliutes, Witli 411fY 1u "1,01 lti', ofi fl.\ttiit% A slomiloiil cii l %ia ,h11li ILA!1'ic
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Iiguirc 5.4. ('lhirge domain transversal filter schemnatic and overall imnpUlse response.

'k11It 2 A 12 sages in t lic Icedhack loop has N = 6 poles at angles of' ii (2 n - 1) 30'. it 1, 2. ...6.
\ stAndard ira Shut rgister with 2N A 14 stages places N = 7 poles atl angles of ' ,1 (2 it II

?. .7'. 11 111C cire-ilar shill register is modified 1o include multiple 1Feedback loops, the poles Ina\ hc
p1 ILicc 1111C c cli*cciI Il. 1:1r instance sonmc port inn "A may be f'ed back with 12 stages and some p ir-
tiii"B I' td back with 14 stages, w,%here A + B < 1. Bly varying the 41 to B ratio the poles Can be

* ~ JLaccd 01 111 10ccontehcus of' poiniits bet wcen [ lie 2 N = 12 and 2 N =14 locations as shown in I ig-
urc 0 I Ii [ItI i ns~ cad ()f vI-l1LI ring 180( stages of' Iced back and 88 cancellation zeroes, this techniqueC
mii I' etqui rs 2\ 14 si.ges wkit i 5 cancellation /eroes to place a pole at it 89'. The onl1V drawback
is Ill the Ihse p ics call no I ingcr hc placed arbitrarily close to the unit circle even lor A 4 B 1

I 1iC ;liifil cirla shift rC~i cgister can also increase efliciency by simultaneIOUSly lpaiing two) or
Iiuurc sets ()I coniples po~lc pairs al their desired location rather than requiring a separate circular shif't
W gisitci I 'm each coolplc \ poile pair. Foir exam ple lie addition of' a port ion of' 2 N 22 and 2N

-5-4
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00 ~ FREQ. RESP. I

Figure 5.5. Complex pole pair impulse and frequency responses.

2 stage feedback added to a nominal 2N = 12 stage circular shift register results in the pole-zero dia-
gram of Figure 5.7. In this case one modified circular shift register can provide the three pole pairs of a
bandpass filter centered at 1/4 of the clock, frequency. With the addition of' the cancellation zeroes
plus a few stopband zeroes on the unit circle a very good bandpass characteristic with a bandwidth of
1/ 10 of the clock frequency can be achieved with a minimal number of CCI) stages. The resulting fre-
quency response including cancellation zeroes is shown in Figure 5.8.

* 1W~~~B comnbin inig the charge domain operattionis ofi elay. miiulti plicat ion, and addi tion, and inicorporating

strUCtures optimized for efliciency such as the circular shif't register, (Ie mo1dified circular shillt regisicr.
*.and (lhe Charge domlain transversal filter, a wide range (if filter fun1ctionS C11n he 1cc0omp1liShedl Willh OpC-

allng speed approaching that of'acn o '')dlyI i c a ilrdsgsw l denmon' rate

this are (lescrihed in Section 9.
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6. PERFORMANCE CHARACTERISTICS

6.1 LINEARITY

Since each of these functional building blocks (except for the equilibration structure) is structurally
similar to a stage of a CCD delay line, each of them meets the requirements of high speed. Further-
more, since each performs its function in the charge domain with coefficients that depend only on plan-
view geometry, they all provide high linearity and wide dynamic range regardless of the choice of sur-
face or buried channel technology. The only requirement for accurate operation is efficient, unidirec-
tional charge transfer, The speed is limited only by the onset of efficiency loss due to insufficient time
for complete transfer to take place. This is a well studied problem in the context of conventional CCD
delay lines, and may occur at frequencies of a few megahertz for surface channel structures with long
gate lengths to several hundred megahertz for buried channel devices. Since surface channel devices
utilize minority carriers and buried channel devices use "majority carriers" in a depleted region, bo!h
of which are strictly conserved in the transfer process, linearity is excellent in the summation operation
for a wide variety of conditions. For example, even with buried channel technology, when two charge
packets are clocked into a common output reservoir the output charge packet is equal to the sum of the
two input packets regardless of their size or minor variations in threshold voltage. The noise sources
that affect the dynamic range are kTC noise associated with the initial sampling process at the input and
transfer noise associated with incomplete charge transfer. This latter noise source should be negligible
for a high transfer efficiency CCD process. The secondary effects of the charge splitting operation, e.g.,
splitting accuracy, linearity, and threshold voltage effects, are discussed in Section 6.3.

6.2 DYNAMIC RANGE

The dynamic range of a charge domain system is liinited by file rmall 'in1 u availalblC potential \.l
depth and the various noise sources. With the assumpltion that A T( noise is dominant. the signakl-h

- noise ratio is a function of tle device siue, the clocking voltage, and Ihe sampling I'reqeLncy'. Jlie a a-
imum charge packet is

and the noise charge is

= -() 2 (6 2)

%Nhere I is, is the naximuum change in potential in a ('Cl) well before the charge spills i to adiaceni
well,. A is Bolt/mann's constan and 1" is absolute temperature. Ior a typical sed (('I) ie inpt ca-
pacitance may be

(I =. 500 mIX l()in x 5X It) 41"'p/ n 2  2.5p1  , (0.3)

T'N Ilie input dy namic range is

o VfM . _ (2.5 x I) 12)(2)
Q . 11.38 x 10 23)(30)(2.5 .1f0 12)11,2

44 l x 0 94 dB (6.4)

- typical valCS of dynamic range for charge domain devices assunine no insertion losses w ill he
80-1(0(0 dB depending on sei/c. A larger device c,,hibits a wider dynamic range, bul at the penallv of
higher power consumption. lower device yield, roid higher splitting errors ftile to I1i reshold vollage \ai-
alil)i1S dCl nling Oil the hrcS1ofd voltage atilocorrelatiotn distance.

Ainother noise sources tof be taken illto ccotLnt is charge transfcr noisc

-It. N . I I . llsIII: 'l ? ki;it. lc i , i lietN' 4 NI a t slIigc iiiI i i i I" it I I tIL- I ,i11(d1"

[ ."6"1
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IIIINC It d lI; I4 )Ll I AIt IIII Clditl~ 11i 111 C ilc.-I tCILI ind cGot he kept1 S I dill Il to ie S11i011 liMIut 11. :I 41
re lte I I) I ) hec amifillier 1 /' nolise is ill,,() effectively cancelled Out by thle correlatedl doubile

NjI 1IiplIit!g 4llpcratioi %% hecn these devices are operated at1 their typical clock f'requencies of, I %IlII/

6.3 (O FF I(CI ENT A C(AIR A(Y

NI iltorit1 carricie charge-packet splitting is used in charge domain de'% ices to implement 1'ractional
I aIIjlt cationl b% filter cocificients. Since high precision coefficients are needed for the proper inliple-
1ic0tatlOn () ol aiol fillers, it is important to determine and accurately control the Iacor that
1111LuC11CC theC accuracy% aIn oisc o' this operaton."

I heC Lc4IlI:cepi Il charge-packet splitting is to divide the charge in at CCI) register in to port ions of' the
npiJ I MM charge packet, where each portion is manipulated independently. A simple way bor perlorml-

ig t his operation is to dix ide the main (CI) channel into sub-channels by inserting field oxide barriers
lilt()1 thle eha oneI at spIeii lociations. The resulting charge-packets are proportional to the widths or' thle
01lig1CN e leerilied bt, thle harriers.

I hecsc hairie rs call he conist ructed in several differen t confligu rat ions. First, thie shape of' the leading
edeeL'(1 Il ie harrier ma he designed to he cit her truncated (blunt) or gradual (point edge). InI the case
III t le hI lit11 hairer. [lic minority charge carriers confronting the wide edge of' thle barrier are subject to
a irI ii lit' I (n the pat Ii OWhe hax e to f'ollow. Sinlce there is at region where the carriers have no clear

clie.aid small 1i nco lit 41led potential gradients canl becomle important, t Iiis structure does not yield a
1111Y'l sphi tti ne a, CCUrac%. [he Structure with the ipoint-edge barrier has the CCD channel pinched in by

* lilt the barier %k diIriechseortehannel as shown in Figure 6.1. This establishes at more

S\ inlIlli..d al iigUrdt 140 than thle blunt edge structure, and the region where charges can he
iiliil.ed bx 1.ileCOlitr'01ed ellectS is smaller.

* I lie e 5isten ie itransfer gales and storage gates in at two phase CCI) introduces two possibilities for

Ilie I til iin of thle harriers If' lie leading edge of' thle barrier is located under the transf'er gate W Iig-
11l2 ' I II ihe charge packet is split "on-the-fly'' or dynanmically, as it is being transferred rrn one

sillice Ce ii1) liet ile\ o ne. Siince the potential or' tile receiving reservoir is always larger than thle
i Iir gale regio n. thle charge can not -hackup'' to go around the barriers f~rom one channel to t he
0It -icr. lhs cniua Inthle split ratio is determined only by the ratio of' widths of' thle receiving
hijiii lim~II %11 ih i,. Ill turn11 conitrolled by the position of' the point edge of' tile barrier.

Ilieit eiC nate cchTIIIIRtLle called static splittinig IIlaces (lie leading edge or the barrier under the storage
-ieC( II1 C e6( 2) W heii I lie charge carriers tire transfeurred into thi reservoir they are distributed unii-

Im ni kle ' N 5 tliiitr raprlrt eigslt When the transf'er gate turns on, carriers which are
hi cited it, lie right I&I lie harrier (to thle right of' line H-H' in Figure 0.2) will be transferred to their

1.11 r'llllil illatd chianitecls. [hle initial charge distributioni, and therefo re the splitting ratio is
-(CT~ lteiiIie ",l tile ril ll (areias above and below thle harrier region of' Figure 6.2. Carriers initially to

* - ie ct I tieharier.towever wil besplt dyamially and the split ratio is theref'ore (letermined b
t11l (01 c.iiiiiet1C % Ridths. [buIS. bothI widthI and area ratios must be controlled wkhen utili/ing the stat ic

lIillordfer to ohiain at completely symmetrical electric field pattern at the gate where the split takes
plakc. al set of* "duiiim splitters'' is Used, ablng With i lie a[ct al coefficientI barrier. These splitters atre
JILILe l~iti identIcalI spacings across thie chanel. atid are only a Few stages long (Figure (.3). Thie
111111her- ofI tiese harriers sin U Id he chosen appropriately so) that the i nconi ig charge packet is di xided
iii11 Ill etl IcL0 p4 Ilicil ts b% (lie set 0If barriers. ()illy oite olf these com ponentIs evettually becoimes tilie

* split -411 Oliancl. x hile illI others aire recomtibined al'ter thie few stages. By creating at symmtietrical struIC-
Ire. ! ie~se du.1111mm splitters serxe to raitioI all aspects of' the splitters iii apiproxiniate proportion to the

V area.lCII I he% iolticinsa te ill i neari ties due to edge ellects atid equal i/e lateral forces applied Ill filie
I liairge carriers. A Iiis tCchiMi Ique is, used hoth Im o dy namiic and sta tic splitting operatioins.

6-2
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Figure 6. 1. Dynamic barrier charge splitting.

Another method of achieving charge packet splitting in CCI)'s is to connect the output of' a CCI)
register to the input of* two other CCI) registers as shown in Figure 6.4. In this structure, the charge
carriers are first equilibrated among the diodes during one clock cycle, and are transferred to the poten-
tial wells of the split-off channels on the next cycle. In this case, the capacitance ratio of the input
diffusions determines the split ratio.

* Experimental circuits have been designed and ftabricated to investigate tle packet splitting accuracies
for the techniques explained above. The experiments are collected into a tour-chip set which has been

". fLbricated using double poly-silicon gate technology, 12.5 M in gate length width 7.5 it ti separation.

To investigate the dependence of split accuracy on channel width and on coefficient value, split ra-
tios designed for 0.10, 0.25. 0.50, 0.75, and 0.90 are implemented in two channel widths, 250 pm and

050011m. The circuits realizing the 0.10 and 0.90 coefficients are also implemented with dummy
splitters. For the dynamic splitting technique these experiments are organized into two chips, A and B.

'-F "'The designs arc replicated onto chips C and I) for the static splitting experiments.

F/-' The "fill and spill" method, utili/ing an input diode with plolysilicon ga s for IDC isolation, refer-
once and signal input, is used For charge injection into the registers. Thc Itut of the ('('I) consits if
a precharge-and-float circuit and a source f'ollower. Jhe saice output circuit is uscd for the two (split)
charge packets which are obtained from the same original packet, to cli nimate pos)sihlc output nnn-

Iio.;irilics ilhi is acconlliIished h' hiving tihc register with the narrow ' hannel ix cells shorler Illn

111 .0It..,kl 11i t 1b1k I iIulN pI~ll)% ' a(III ;Iou11 dcliv hiccii tic h IIIi I II( ili I c'I IC~INi

~iI 0-3
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ligure 6.2. IPseudo-static barrier charge splitting.
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Figure 0.3. Charge splitting using dumnmy spliter.
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Figure 6.4. Device employing input diffusions for charge splitting.

Tables 6.5 and 6.6 list the error in the coefficients with respect to thce measured geometries at
* 1.6 Ml lz, for the dynamic (E,,/ and static (E,,) splitting techniques. respectively. In general it is seen

that large coefficients are realized with higher a1ccuracies than thie small ones. This is due to the Lact
- that thle small coefficient error is very sensitive to the presence or absence of on ly~ a few additional

* -charge carriers. This is particularly important in narrow channel (devices, where thle size of' tile charge
packet is small. The result is that split accuracy is higher in wider channel devices, especially when

*snmall coefficients are implemented. For example, thle coellicietit 0. I10 reali/cd in 25() P i and] 500 P /it
channel widths have E j's of 1.76"/o and 2.48/Y respectively, whereas thie cocificient 0.90 again reali/Cd

ithsamne dimensions have E ,,/s of'0.29/Y, and 0. 191/ respciey

*~ ~ The dynamic charge splitting technique results in a higher coefficient accuracy than the static split-
ting, due to the fact that in the former the coefficient is determined solely hy the barrier location while
in the latter it is also a function of an area ratio. In the case of 0.25 and 0.75 coefficients with 500 ju i
channel widths and dynamic splitting, the E,4

1 5 are 0.41%Y and 0.13%Y, while the 0.2459 and 0.7541
coefficients which use static splitting have e ,'s of 0.7% and 0.251% respectively.

The use of' dummy splitters significantly increases thle Coefficient accurac% . For examplle in the case
of' P) dynamic split, implemented with 5001tim channel, the introduction l 01' tdunmies reduces the

* fclctI frotii 1.76"/, to 0).73"/o for the 0.10 coeMiciit anid from 0.1I9'!, to 0.071/, for the 0,90 coelficic it.

BIlun t splitters, however, decrease t1 l1ie aso re ccu Cracy. Again forI at 500 M tit channel attd a 1:3 Sta tic
split, the coefficient error itncreases by about aI factor of' three when tile blutnt rather than sharp harrier
is used. Table 6.7 lists the coefficien t Iccu taCICS for dy'na mic splittin rg and 500 p it) channeld at I .6 and
5.4 NI II/. Contparison of these values with those at 73.5 K I I (Table 6.9) shows that errors are almost

consistent up to 1.6 MIlI/ and] they slightly ''raea 4 M I I/.
The devices utilizing input diffusions for charge splitting do [lot provide as high accuracy ats the oth-

ers. Since the charge is split dluring thle on-lime of the gates next to the receiving diodes, thle field ox-
ide separating these t\,%o diffusions ats ats a blunt splitter. For at SOO1 fk ti chaniiel (the O.?S and (17j

Fb .
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Table 6.5

SUMMARY OF THE RESULTS FOR DIYNAMIC SPI ,ITTING

Design
Split Channel Design Measured Measured
Ratio Width (p n) Coeff. Geometry Signal E Id

1:1 125.0 0.50 0.5020 0.5042 0.44"V,,
125.0 0.50 0.4980 0.4958 (0.44/

- 62.5 0.25 0.2545 0.2481 2.52,/

1:3 187.5 0.75 0.7455 0.7419 0.86%

D's 125.0 0.25 0.2443 0.2453 0.41%
375.0 0.75 0.7557 0.7547 0.13%

25.0 0.10 0.0926 0.0903 2.48%

1:9 225.0 0.90 0.9074 0.9100 0.29%
,, W/o

D Ds 50.0 0.10 0.0964 0.0947 1.76%
450.0 0.90 0.9036 0.9053 0.19%,

25.0 0.10 0.0926 0.0938 1.30%

1:9 225.0 0.90 0.9074 0.9062 0.13%
w. D's

= 50.0 0.10 0.0964 0.0957 0.73%

450.0 0.90 0.9036 0.9042 0.07%
62.5 0.25 0.2545 0.2255 1 1.59%

1:3 187.5 0.75 0.7455 0.7745 3.89%

w/In.
l)iff. 125.0 0.25 0.2443 0.2401 1.72%

374.0 0.75 0.7557 0.7599 0.56%

25.0 0.10 0.0926 0.0665 28.19%

1:9 225.0 0.90 0.9074 0.9335 2.88%
w/In.
-iff. 50.0 O.10 0.0964 0.0802 16.80%

450.0 0.90 0.9036 0.9198 1. 79%

coellicicnts are rcali/ed in this case with 1.72/ and 0.56% errors which are about 2 times higher than

tihe corresponding values in the case of static splitting and a blunt barrier.

-[liTe coeflicienil accuracies obtained in the experiments are generally high enough to build high per-
- trnance signal processing devices, and the major error sources can in sonic cases be compensated.
.- ( 1 mili xion o o th c design and physical geometries indicate that a substantial aniount of' error is intro-

dtced -pncess bias. Since physical ge.,,etries are determined by the field oxide layer, the lateral ox-
* Ide gr( h ll t id ind e solropic etching o the nitride layer used to deline the field oxide can introduce er-

* 1,s into the geometries. I lie former can he compensated by calibration of' this effect and predistorting
ti1c fictld ,idc mask. [ic aller call he mininli/ed by using anisotropic etching techniques to mininmie
li1C 1!11111N.I poeIlllall \well loo tnilorn .itV al the edges or the channel. The so-called edge effect. is the
se'llll c11o ur s llic. ic dIiin iv splitters Used to Ininimize i his cffect appear to have made a

signllicliinl lt cnclit. IlcqUcncV limitation of the drivers is the present linitation in very high fre-
"ttlCny operation. lhis in lurn can be substan1tially improved with more suitable components and Rl:

L 6-6
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Table 6.6
SUMMARY OF THE RESULTS FOR STATIC SPLITTING

Design
*".:Split Channel Design Measured Measured

Ratio Width (1,m) Coeff. Geometry Signal w

1:1 125.0 0.5000 0.5020 0.4954 1.31%
125.0 0.5000 0.4980 0.5046 1.33%
62.5 0.2417 0.2464 0.2330 5.44%

1:3 187.5 0.7583 0.7536 0.7670 1.78%
w/o
D's 125.0 0.2459 0.2405 0.2386 0.79%

375.0 0.7541 0.7595 0.7614 0.25%
25.0 0.0868 0.0792 0.0710 10.35%

1:9 225.0 0.9132 0.9208 0.9290 0.891y
w/o
D's 50.0 0.09356 0.0898 0.0860 4.23%

450.0 0.9065 0.9102 0.9140 0.42%
25.0 0.1000 0.0927 0.0975 5.18%

1:9 225.0 0.9000 0.9074 0.9025 0.54%
w/D's

50.0 0.1000 0.0964 0.0946 1.87%
- 450.0 0.9000 0.9036 0.9054 0.20%

1:3 125.0 0.2470 0.2415 0.2469 2.24%
Blunt 375.0 0.7530 0.7585 0.7531 0.71%

Table 6.7

COEFFICIENT ERRORS VS. FREQUENCY

Ed at E,/ at
Coeff. 1.6 MHz 5.4 MHZ

0.10 1.76% 2.70%
Without 0.25 0.41% 0.98%
Dummies 0.75 0.13% 1.32%

0.90 0.19% 0.29%

With 0.10 0.73% 1.87%
Dummies 0.90 0.07% 0.20%

0-7
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Table 6.8

COEFFICIENT ERRORS AT 73.5 KHz

Design
Split Channel Design Measured Measured

Ratio Width (Am) Geometry Geometry Signal E

1:1 125 0.50 0.5020 0.5029 0.18%

125 0.50 0.4980 0.4971 0.18%

1:3 62.5 0.25 0.2545 0.2429 4.56%

w/o 187.5 0.75 0.7455 0.7571 1.56%

D's

1:3 125 0.25 0.2443 0.2412 1.27%

w/o 375 0.75 0.7557 0.7588 0.41%
D's

* 1:9 25 0.10 0.0926 0.0877 5.39%

w/o
D's 225 0.90 0.9074 0.9123 0.55%

1:9 50 0.10 0.0964 0.0933 3.22%

w/oD's 450 0.90 0.9036 0.9067 0.34%

1:9 25 0.10 0.0926 0.0919 0.86%

w/D's 225 0.90 0.9074 0.9081 0.08%

1:9 50 0.10 0.0964 0.0970 0.62%

w/D's 450 0.90 0.9036 0.9030 0.97%
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7. TESTING OF CHARGE DOMAIN DEVICES

-= 'The testing and characterization of charge domain devices can he performed either hy looking at
time domain or frequency domain analyses. Time domain is the choseti technique for t his work and a
computerized data acquisition system has been developed to anal/e file results. The c'oniputlr analyiS
program described in the next section is used to relate the lime domain anaIvsis t( frequency. domni

. results.

7.1 TESTING PHILOSOPHY

Although the ultimate goal in designing charge domain filters is to reali/e a certain Ire'qucn :C,
response, the devices themselves are constructed as structures which manipulate charge packet embohdi-
ments of samples of analog data in the time domain. Thus. the expected perl'ormance, and any dc ra-
tions therefrom can best be understood by looking at the functioning of tihe charge domain huildii-.
blocks in the time domain when possible. In this f'ramework inaccuracies in the impulse rcspoln,, LA
be directly related to performance due to l'unctions such as charge splitting errors, charge transler
inefficiency effects, or errors in the initial design. This technique has given a deeper understanding of

- some of the error sources in certain designs and has led to the development and demonstration of ima-
proved designs. It must always be understood however, that the final purpose is uIsually fIrCquency
based, and as such, the importance of time domain errors or noise must he related to frequency domain
performance. This transformation can he made using computer simulation tools and is described later.

Another advantage of using the impulse or pulse response data is that averaging over many cycles of
the data may be done to improve the accuracy by averaging out the noise effects. The averaging opera-
tion is used to test a wider dynamic range thain may be available with ii single sample through an

-' analog-to-digital (AID) converter. If the device noise and the A/I) quanti/ation noise are uncorrelated
f'rom sample to sample, and the signal is fully correlated, i.e., no drift terms, then the signal to noise
improves with the square root of the number of readings. With this technique terms such as splitting
accuracy can be measured to very high precision. Meanwhile by taking the standard devialion 0f these
readings, the various noise sources themselves can be analyzed.

7.2 TEST STATION DESIGN

A test station has been designed and built which allowed characterization of the charge domain de-
vices. This station consisted of' two parts, the electronics to run the chip itself' and a microcomputer
with data acquisition capabilities to acquire and analyze the data. A block diagram for the driver elec-
tronics is shown in Figure 7.1. It consists of' a voltage controlled oscillator for variable clock speeds.
some TTL circuits to generate the proper timing signals, level shifters to generale the MOS clocking
levels needed for the chip, and variable DC supplies for the chip. In addition there is a differential

-- amplifier on the output and a sample and hold device. The sampled and held output is available for ac-
quisition by the computer.

The computer includes t Z-80 central processing unit, an RS-232 terminal interface, it Basic inter-
preter in ROM with additional ROM for the Basic analysis programs and the operating system software.
The computer also contains program RAM plus 16K of RAM storage for the data. A ('RT or printer
terminal can be connected for input/output. A custom A/I conversion board hits been built for the

-system. This board allowed acquisition of' the data with 12 bits of accuracy at rates up to I MIl/. This
b' oard included file necessary timing for loading file (lit- direCtly ino file RAM storage. O)nce loaded,

the data was available for analysis by tile Basic analysis programs. ()ne such program is listed in Appen-
.---dix 1. This program is usd to print out tlie time samples oif ,,n impulse or pulse response oif a filler

section (see Figure 7.2). The decaying sine wave impulse resfonse can be noted st~arting at data poitI
II. Avcraging of' up to I00 readings (# RIFA) parameter) can he used to inipro\vc the accuracy of
lhc,,c readings. The standa rd deviat ion of' these readings is also printed out to give a measure oif tile
niSe on1 the [eadiilgs nld lls) ti assunrc that the device noise is larger tIan tile A/I) quati/tlioti error.

' I II ~1 1i \t', I() I lnitI' \nhniae;d il IiinlncnIIIrling c' tiei l ;InaciIwI . ',\"-h l nIIe". al nd tr;lnlln'r
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DEVICE TESTING

I INUT

LOGIC DRIVERSI

I IF

SAPL DC

DM 1IH

0 M 2MZ COMPUTER ______

PRI NTERICRT

* Figure 7. 1. Test electronics.
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Typical Output

Z80-Monitor

* # Reads, # Displayed? 4,32

Data Output Noise Output Noise
Point # Volts #Volts Wixom = 1 Maxout' I

I -6.10352E-04 1.72634E-03 -1. 11545 F-03 3.15497F3-03
2 -3.051 76E-04 1 .49505E-03 -5.577251-"-04 2.732281E-03
3 - 1.2207E-03 3.07204E-03 -2.2809E3-03 5.6143E3-03
4 0 2.1 1432E-03 0 3.8640E3-03
5 -9.1 5527E-04 3.62804E-03 - 1.67317E3-03 6.63044E3-03
6 -9.15527E-04 1.79683E-03 - 1.67317E3-03 3.28379E-03
7 -3.05176E-24 2.49175E-03 -5.57725E3-04 4.5538E3-03
8 - 1.2207E-03 2.90586E-03 -2.2309E3-03 5.3106E-03
9 0 2.11432E3-03 0 3.86403E-03

10 -3.05176E-04 2.28373E3-03 -5.57725E3-04 4.17363E3-03
11 .115356 2.63702E-03 .21082 4.81929E3-03
12 .279236 0.72958E3-03 .510318 4.98844E3-03
13 .426941 2.33747E3-03 .780257 4.27185E3-03
14 .518188 9.967E3-04 .947016 1.82152E3-03
15 .54718 1.22L07E-03 I 2.2309E3-03
16 .515442 2.11432E3-03 .941997 3.86403E-03
17 .440674 1.57592E-03 .805354 2.88008E-03
18 .338135 2.90586E-03 .617959 5.3106E-03
19 .239868 2.63702E-03 .438372 4.81929E-03
20 .146179 3.48845E-03 .26715 6.37532E-03
21 .0726318 1.9934E3-03 .132738 3.64304E-03
22 .0177002 1.40955E-03 .032348 2.57602E3-03
23 -.0146484 2.5411 E-03 -.0267708 4.64398E-03
24 -.0292969 2.90586E-03 -.05354 16 5.3 106E-03
25 -.0299072 1.72634E-03 -0.1)54657 3.15497E-03
26 -.02 13623 3.30568E-03 -.0390407 6.0413E3-03
27 -.0128174 1.72634E-03 -.0234244 3.15497E-03
28 -9.1 5527E-04 3.48845E3-03 - 1.67317E3-03 6.37532E-03
29 7.01904E3-03 2.28373E-03 .128277 4.17363E3-03
30 .012207 2.11432E-03 .022309 3.86403E-03
31 .015564 3.34303E-03 .028444 6.19057E-03
32 .0152588 9.967E3-04 .0278862 1.82152E-03

RETAKE DATA (Y OR N)? N
REPEAT CALCULATION (Y OR N)' N
OK

*Figure 7.2. Measured impulse response of' charge domain low pass filter.
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8. CO PUE S1 Ni I LATI7IY7.Tr?.T

Once thle ltme doniainl data is taken., it is uISe1lul 10 comparel thie e'%periIIeICiIId data \kith tlie design
data. When the application involves Ililing. thie speeulications airc usuaillvk, e~.I n ii erms ol Irecc~.
response. Therefore compu)Lter tools are required 10 ConlVert the ltle doniwiir data. Olin thie frciltlit.h
domain so that the e.\perimental 1lreqUenco' response nmy he determriied JIli k'orirpaied.C With tile deSIu ed

-. response. ('ori)Lter tools arc also required Wlieii Undertaking thle design oI f a tw filler, I hie propecr
Placement of' poles aiid /eroe Within thle conlStraIintS iiiip)osed 1) charge d10oiiii IeCCiiiolOg canl he AC-
coMiiilihed through Siilatioii1101. Fron these SiilatIkoiis it c~an he determlined whether at fillei designl is

- practical withi charge doma in tech nologv.

Thle comiputer program I )SP- has been written to addrecss I licsc needs \ fisting is gi\Cn in Ap
pendix 2. It consists of' at numbecr of FORTRA N 00sbotnswite naIInv~I tlia main

t'rame comnputer. Thie routtines cover tunIct ionIs used for digital (Or d iscie IC 1 1111r) ISignal pr icessin ri

\&ell ats printing and plo1tting routines Ibr ViSuLIAi/ng tile outpuLts. Thie signal plocessilit! routinies inCln.!
routines like ZPOL.R which inds the roots of' a- polynoimial, P.INi P Which calulates tilie 1ii n st
resplonse f'rom thle pole-tecro locationls, 1'RI'QP/ which converts /ero location,. stated as, fractions of hei,
clocking 1'requency' to i-plane /ero locations, P/. Which Calculates tilie f'requcyI\ resp)onls f'roml tilie pnle
and /ern locations, and Sutbrou tine U)! F Whiichi Calculaites thle FreqUite ny response I-from ihe, ni erat nr

an iil(enonni nator coetlicien ts of at transf'er f'unit ion. O t her rouiititles i nilutde IT I I h i cl perlris af last
[ourier trailorni For converting between time and f'requenc domaini result-,, MiA( which coiiverts at
coniple\ f'requtetricy response inito magnitude (linear and dB)I atid phlase hlinra tio ii and SAMPLE
wliicl, niutltiplies the frequency response data by tilie sint(s) /x respoilse of' a dat sa mpler. Primiiing rotn-
titles inicludle PRNTIMNP. PRNTtER EQ, and pRNiP/ f'or imipulse resp)onse. fre-qUeiicy responlse and
pole-/ero information respecti\ ely, ats well ats PZM IN MAX w Iuich pirinits (hit tilie loca ll minm llMs and
mia~ilUmns of' frequency response Curves. The plotting routintes are 1ITI M P. PuM AG. PI111I ASF "
and PLIPZ for impulse response, magnitude atid phase and i .- o plots. [lie subrolrtite ITT is tilie
genieral pujrp~ose X-Y plotting routine called by ITTIMP. 11 AM AG, anid P1.1!1 I .'SF. These routines,
call su broutines of' I lewlelt-Packard's PLOIl21I plotting package whiclh iitrh'ae with I lIP's 7221 A tieii

plotter.

With tile availability (of' these routines, at simple programi Such aS thle 011C2 listed iii Appenidixs 3 and
excerptedl in Figure 8.1 , is all that is required to design a charge doniain filter. [lie listed pmogratili \%as
used[ to design the 8 pole bandpass filter which has been designed tinder t his contralct. There is one
section for each oif' tle fouir pairs of' cornpIlex conjugate poles, an! one sect ion for tilie canicellat ion
/eroes. Each section may be analyzed by itself' or inl Lombi nat ion withI any ior all of' tilie Various other
sections. For each of' the pole sectiotis the polynomial coefficients Must be specified. These correspond
dIireetly to tilie split t ing coellicie nts w here thle polynomiial surbscri Pt (actutal ly thle e ~potient o(f'
corresponuls to the nu tube r of' stages iii thle f'eedback loop. h-or tilie bandXS' f ill er design described inl
Section 9, the 0 = 91" p)oles use a Charge domain stage which i[IlipIritCIS t(lie ILfutiC6ti

The required polynomial coefficienits f'or the program are PC'( )F( I )I , PC( )I( 15) = .6, arid
P(O()I 1) -= .3. The correspotiding charge dIomainl stage has at feedback portion = .6 with N' 14

({ I stages of delay, another feedback portion = .3 with A' I 17 stages, and thre remaining port ion=

I1 seint direct l\ to thle stage oulitLt. 'The I SP programi piroduces p)ole-11ero. f'requecy1 reCSpOIISe and
tinie domaini plotls. as well as lirintoiuts of' po~le atid /ero locations aiid filter coellicients. [samliples of'

* ~~~thiese p115I id 1r16i t01.its arc dI splayed thIiroughout tSect ion 9. The feedback coefeficieints and tilie nui er
Of STaes in flie feedbaIck 1001 mayj) he \,aried and the effect oil the repose can be vSisuli/ed inillth
pi ie-teri arid lfreqUtetcy respo nse plots. ThliN, each of' thle pole sectiotns ca lie ((lt iri id utnider tilie
charge domain const raintls.

Once thle remni n rg pole's have beeti plfaced to) shape thle passhand ihe cancellit il li iev ies cant lie

11.4" ' liantlel outl it' StIMIrios poles. I Ihis is don 1.h plaIcing Ilie rarlist, ersdl filter /erles o)ii thle Unit

it, tit fli, (. hi lilt- d i lcing i equ ii, I Il ' f illi i y the I lill Irttr i'l ic~ii X, I M iid

*~ ~ ~ ~~(] ailt ) 'till isll liehlt' enC tsCdii he lIi' jIsi;nl~ Mnid COMiiiiCd Wilth le filit' lie ilie20 iIllls.



C
10 print

print %, '91 DEG POLES'
NPOLE = 17
DO 12 l=I,NPOLE+1

12 PCOEF(I) =0.
PCOEF(1) = 1.
PCOEF(15) =.6
PCOEF(18) =.3
KLAB=30
CALL CALCPOLE

)0 14 1= I,N
14 G() =G(I)*H(1)

C

C 40 print
print *,'ZEROS'
NPOLE=0
NFREQ=6
DATA (ZFREQ(I),1 1,6) /.0325,.108,.180,.320,.392,.4675/
KLAB=20
CALL CAL CZERO
DO 46 I= IN

-i 46 G(I)=G()*H(i)

C

Figure 8.1. Partial listing of bandpass filter design program.

111,, prgram has been iovalable in the development of design methodologies for charge domain

deC'icc,, aid iii analysis ol' thcir experimental performance. The program has recently been upgraded to

F()RIRAN 77 on a I)igital Iquipment Corporation VAX 11/782 computer. The plotting routines have

aklo becn cnhanced with such featurcs as windowing and curve smoothing and allow plotting on Tek-

irnix graphiics terminals as well as I lewlett-Packard pen plotters. Thus, quick visual feedback is avail-

able on a (RI terminal, with hard copy plotting once the design has been confirmed.

;.8-
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9. CHlARGEF 1)OiNAlN FILTER F XPI;RIM.NTrAL. RESI'LTS

-1 lie Secoind goal of" the cointract as, listed inl Section I, Wits [ihe deCSigii iild fkhricatioii 01 :1 test %ciii
dC filter which dellmmnstrates thle uiqueIL capahilities or thie charge domain appimicli. Itelorc cinharkinig
Onl thle design 01f a test %'ehicle filter, Mlan~ "nI %sis of' an eXistingQ chIarge ( diii loM pas filtl hip

WASl was uiidertaikei. I heSC results lcd to a (decisioni thla i redesigii of tlie I0o% pass chlige oo: i
filter would provide furtheIlr insight ito design coinsideratioiis. Ifiis r-cdesigiicd Chip eiitiiled ( DI c\e
hihitedI Much improved performance over Our' earlier design. lolIlo _ 11g t1Saciilliildi.
L-~t~l0 i1110 peH'rformance hiidpa1%ss flter wats attempted. Ibis exercise led [ t 1lioioiighl ndei-
Standing of' thle design traldeofis which optilii/e Charge donilain flfer decsignls. An X-pote11 Imw inld
filter wats chosen ats the test vehicle, because its simulted perfor-11mnce wa;s tniiacfiieahlc % ii*licr 1I-
live technologies. Thle desigin wats imiplemented iii silicon and tile resulting chips eniitlcd ('DI 4
demonstrated at frequen~rcy response which matched the simulations cry closely.

9.1 CHARGE DOMAIN 1.0%k PASS FILTER

9.1.1 First results - (')I

I he design concepts described in Section 2 have been utilized in thle design ol" the first three pole
* ~charge domain filter "( 'IA I A B~ut terworth low pass flter has been choseii fom si mplici ty or' design

%4hi1IC Still denmonstrat ing the charge domiaini concepts of' charge splitting, eq u iibralti in, feecdback and1(
cascading of' sections. The design requires at recursive a1ccumulator toi implement the reaf axis pole and(
the complex ri le pair is implemented by at circular shif't register inl combhinat ion with at cascaded

* transversal filter to provide the cancellation zeroes. The chip has heen layed out tand Iflahricated in thle
(it' prolcessing facility illi SchIleectdy. NY.

A photonmicrograph oif' the clhip is shown in Figu re 9.1I. Thle clip contains two till-and-spill input
* sections (positive and negative inpuits), two recursive accumulators to i mplenienti the real pole, at

16-stage recursive loop to provide the 8 po~les around the unit circle, two 7 -stage transversal filters to
cancel out 6 of' those 8 poles, and two Output Sections (positive andtI ngatiix eoutput)0. Thle device haS
been processed in 7T5 Ap l-channel technology (12.5 /Ani long storage gates with 7TS p im long transfer
gates). The chip size is 55 x 88 m j2. including tilie large areal used For bonding pads. ('hip power is less
thanl 1(0 iW at aIt I kill/ clock Frequenicy. A p)seUdLO-one phase cloicki ng scheme is used] to m110\ 11tli
cliam gc packetis and My \fp ide thIiick ox ide barriers (narrowed to at poinit) are used to sli t thle charge
packets.

A nuniber (If' test devices are i ncl uded in the mask Set SO that1 ech of' tilie Subsections of' thle filter
Can be tested individually. 'Fhe time response (if' several (If' these subsections is shown in Figure 9.2.
1ligure 9.2?a shows the imipulse response of' thle transversal filter alone. Ibis is a Finiite i mpulse respoiise
flter with 7 non-zero vales ats cain be seen Froni the Figure. Whieni the circular shif't register is inltIld-
ed. the response continues ats at decaying sine wave For an iiifinite nlumber (if cycles as shown iii
Figure 9.2b and 9.2c. The impulse response of' the real pole section of' Figure 9.2d1 is seein to lie ifie c\-
peited decavimig exponential. The impulse response (if' the entire filter is shown in Figure 9. 2e.

These time domain responses have been ainalyzed in dletail by the coimputier data1i acquiSiti~in systeni
*described iii Section 7 and tlie simulation tools described in Section 8. Tbis analyvsis enables a number
* ~~~of' design problemis to lie isolated. WhleI thle device demonstrates the feasi hiIi t\ of' thle charge doiiaini

ipproacll. these problems liniits its perf'irmnlice in several ways.

A design error cauJses thle feedback coeflicieiit for (fie recursive loop to he too sma11l thus giili-
* ~complete cancellation of' lie excess poles by filie zeroes. Even when this error is taken int a1(1cconit,

thie nmeastured feedback coellicien t is in error aiid Showed poor liniearity. This probletm is caIused liv[the
equilibraition splitting tchnIiqlue itself'. Wieiie~er equilibrationi Splittiiig is to he used] (either gated or.
iimii-gatCd)r cate mu.si tae to prprr Io l significant spliitinig paranieters, rznmel storace

are;! ii\ide capa1;citances, storage area (filltision C ipiMCItUiCeS, CIL1iiinel w idlls. aInd galeC area itself, I hlis,

I .1ble 91 .; I 11iatN' fi I 1w k tota id',ios. lc olfil te order ofl I!% When COiiiiMita 14 toile design vlueIs
llb 'ktever 'hen thle 1 11 riclf\ iiiesucd COiiCcints are COMii ( a red Ilte elect ricamll miiasured
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Figure 9.1. C).l photo micrograph.

c()cIlicients, the agreement is much closer. The discrepancy between the designed and the actual chan-
nel widths idutogeometry altcrations which occur during device processing. This error has been re-
duced in subsequent devices by predistorting the mask design to compensate for this effect. With this
compensation and other improvements described in Section 6.3, the dynamic charge splitting technique
provides at very accurate and linear means for determining coefficients.

IHe Configuration of thle real pole (Figure 9.4) section causes a number of problems. In this ap-
proach; itcag ~ce nessoaeae .'h qiirto gate is turned on causing the surfatce

potntil o strag aeasA ad Bto quiibate Whn (e gteis tundofthe charge should be split
in Itic samec ratio as [ltic areas. L nlorit.unaicly tlic charge under the equilibration gate does not split by

* the proper ratio ats tile gate is turne11d oll hut uIsually sptits Closer to at 1:1 ratio beCause 01' the CtIargc
i nder [lie gate region itsellf. which lend(s to split equally ats the gatc is turned oil'. This effect causes at

.

3,error in thle coellicient ol [ltic rcal ax is pole. A solut ion for this problem is described in t he next

7. .ehol
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~(e) Entire filter

"P Figure 9.2. (Cont'd)

Another problem with the configuration of Figure 9.4 is the long gates of the output section C. For

saturation charge handling capabilities the area under electrode C must equal the area under electrode

A, and since the width is confined the length is increased from 12.5 to 30, jm. The transfer

inefficiency of these long stages causes the clocking speed of these devices to be limited to less than

I MHz (Figure 9.5). This problem has also been overcome in the redesign. It is noted that the lateral

equilibration using metallized diffusions was very fast and does not provide any speed limitation for

O these devices.

Finally it is noted that harmonic distortion is quite low -55 to -60 dB due to using differential (pos-

itive and negative) signal processing (Table 9.6).

9.1.2 The Redesign - CDF2

A redesign of CDFI has been completed in order to optimize the performance of the low pass filter,

and to overcome the faults which are apparent in the operation of CDFI. The three pole Butterworth

filter characteristic is improved by moving the poles to the following locations:

9-4
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Table 9.3

CI)FI CHARGE SPLITTING ACCURACY RESULTS

Coeflicient Design Geonitry Experiment

S .1396 .1379 .1382
2 .2013 .2018 .2002
3 .2078 .2082 .2079
4 .1818 .1814 .1818

, 5 .1364 .1367 .1373

6 .0877 .0894 .0905
7 .0455 .0447 .044 I

*EQUILIBRATION
GATE

B

Qin-0A

A

C Qout

0

b L

ON-s
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Table 9.6

HARMONIC DISTRIBUTION FOR A CLOCK FREQUENCY OF 106 qz
AND A SIGNAL FREQUENCY OF 1 kHz

F Out V Out V Out V Out V Out V Out
(kHz) (mv) (mV) (mV) (mV) (mv)

1 10 100 300 1000 3000
2 .0045 .004 .15 .32 7.8
3 .0040 .015 .005 .17 950
["-4 .0035 .008 .06 .08 3.0

5 .0030 .008 .005 .06 5.1

(Note: all voltages are rms values)

N:1 P, = 0.714
P2 = 0.778 +j 0.332
P3 = 0.778 -0j.332

*. This provides an equi-ripple type frequency response with less passband attenuation, greater stopband
attenuation and a sharper transition region (Figure 9.7).

0

0

.. CDF1 Experimental

'U 0

"1- ° v CDF oo

0o

CDF2

0

0-

'0.0 0.1 0.2 0.3 0.4 0.5

" Fr-eq (Fc)

Figure 9.7. Comparison of the frequency response of CDFI and CDF2.
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An attempt has been made to overcome each of the deficiencies of the previous filter with the main
goals being improved accuracy and speed performance. This device has been produced with n-channel
technology and with design rules shrunk by 20%. This yielded a 10 Aim storage gate length and 6 Aim
transfer gate length. The saturation charge capability is therefore reduced and the low frequency
transfer inefficiency increases, but the maximum clocking speed should be increased. The pseudo-one
phase clocking scheme is maintained and the thick oxide barrier width is shrunk to 8 A m. A number
of design changes have been incorporated and the improvements have been successful. The finished

*: chip photomicrograph is shown in Figure 9.8.
This time dynamic splitting with barriers is used to determine the feedback coefficient for the recur-

-.- sive loop, rather than the equilibration scheme used for CDFI. This leads to much improved
coefficient accuracy and linearity. The old "form - C" structure and new "Figure - 8" structure ap-
proaches are compared in Figure 9.9. Mask predistortion is used and coefficient accuracy for the feed-
back coefficient (0.05% error) and the transversal filter coefficients (0.1 - 0.2%) is much improved
(see Table 9.10).

Two different techniques of overcoming the deficiencies of the real pole section (shown again in
Figure 9.1 Ia) have been evaluated. The first one is once again a gated equilibration technique. Here,
however, the incoming charge packet is dumped into the storage area B rather than A (see

%,". CHARGE DOMAIN FILTERS - CDF2

7 -Stage
Real Pole Transversal

Implementation Filter

Output
Fill and Spill Source

Input Follower

Output
Precharge

," .'% -- Transistor

: 1 -6Stage

Recursive Loop

• Held Back
Portion

Held (A)
Back

Portion

la)

* Output
Portion

Transmitted .(1 -A)

Equilibration
Gate

Figure 9.8. CDF2 photomicrograph.
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+ OIN+ QOUT

CIRCULAR TRANSVERSAL
SHIFT FLEREGISTER

-QOUT

Figure 9.9a. "Form C'' structure for implementing complex pole pairs.

+ QIN + COUT
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Table 9.10

('l)F2 TRANSVERSAl, FILTER ('OIEFFICIENT A('('tIRA('Y

Acul| 100 KIlI 21 Mill/
('ocf. Theory Size I xp. i[;xp.

1 .585 .572 .565 .555
2 .909 .906 .915 .909
3 1.000 1.000 1.000 1.000
4 .911 .910 .916 .909
5 .709 .704 .705 .721
6 .456 .451 .458 .472
7 .208 .202 .206 .221

FB 1.204 1.207 1.200 1.209

EQUIL. GATE

EQUIL. GATE

A2

30ma

(11) Equilibration technique used for ('1

IN 2/3 1 OUT

EQUIL. GATE

()Equilibraition technique used for C[)F2

'...-*-IN A A~grc~ V OUT

(c)Barierchagesplitting tehiue d for (1)1:2

Vigrcl.11 cursive C~iiliostructures.
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1:?. Figure 9.11 b). This necessitates ai wider structure to acconodate the Sd.lLIratjail signal. but it do iot

-,crporate any long gates and thus is i ch l(asler than the earlier approach. In addition great cale laii* lbeen taken to properly ratio all capacitances and to properly railo the amntilil sot sorcd charge oiidci lie

equilibration gate as it is turned oil. Th,, resulting device SltoS high ;icCur;c% (0t.2'% Crrolr) and
operates ci high speed (to > It0 MII/).

The second approach is an attempt to use dylaniliC (harrier) splitting to lierniih c illiic iii. ..A
barrier split ith i single stage 'cedback loop is implemenltd as shown ill lirUrc 9.1 IC. It' lr l e\ cr.

' lateral equilibration ill front of' sectionA and 2A is not instantaInoUs and Much 01 Ihe chal'ge coling
out of the 'ccdback loop. 2A. stays at the 2A end and does not divide propcrlv Accuracy is good ( I I,
error) but degrades with frequency and signal level. A design improvement is dcscrihcd later \khich ion-
proves the accuracy and speed of this aplproach to levels similar to or heler than tihe galCd equilibration
technique.

. The speed limitations of tlie device are caused once again by transl'er inefficiency. Tr;,,lcr

inefficiency has been measured on 128 stage CCI) test devices. Results are shown in ligure 9.12 for
both the 7.5 pm device and a 6.0 M m device. The 6 a,,i de ice has higher inefficiency at low frCquCn-
cv since the width is also scaled down rrom 125 i nt to 100 1A i. I'hc speed impro ement is slighl I a 1d
indicates that further shrinkage and/or buried channel processing are required to attaiin tile Full potential
of' the charge domain concept.

* . ., I)ue to the small number of stages required For (I)F2 the coefficient accuracy holds up reasonably
* well out to near 20 Mlii. The test box has been modified to run up to 35 MlI/ and the devices are still

"ftnctional although the accuracy degrades due to transfer inefliciency.

Besides speed and accuracy, the dynamic range is improved. Total dynamic range at I MlI/ clock
rate measures 86 dB saturation signal to RMS noise. In the linear range of' operation. 80 dil is routinely
achieved.

9.2 BAND PASS FILTER

i. ". Following the successful redesign of' the low pass filter, a search has been made io lind a filter ufunc-
tion which can not conveniently be constructed with conventional technologies and pushes Ile limits of'
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Shith nifrrim- and widc-band rnu1oilti-pole bandpass iliters have been investigated is potential test %chi-
clc filters. [hc wide hand filter appears to be a natural candidate for the charge domain approach. since
a single modilied circular shill register can provide six of the desired poles simultaneously. A he Irc-

1 qune-) response of such a lilter is discussed in Section 4.
While this approach yields an excellent filter with a very efficient design, it does not address the

eneric case of filter design. A narrowband filter design, if it can be done in the charge domain, is a
beler challenge to test the limits of" (')I: capabilities. The task which has been attempted is the design

I.l a it i-pole I banldpass Iillcr with i a bandwidth of I/I00 of' the clock frequencx (Fc). In addition tile
plalsad itself shoul be flat and lhe skirts should be very steep (down > 16 dB at 21100 Fc

""" handw idth) to SIi latC the requirements of a realistic FM communications system. The silelobes
Should he Ltenuated more than the 40-45 dB typically achieved with conventional CCI) split electrode
ilter, and the (utput dynm ic range should be kept as large as possible, say 60 dB or better. These

constraints turn Otit to he quite difficult to neet with the concepts discussed thus far due to some of the

design considcrations discussed below.

Ihe main advantagC o1 using C) 's is that all processing internal to the filter is performed with
charge packet Mnanipulation. This allows filter sections to be easily cascaded to build up complex filter

" llunclions with no overall loss in clocking speed. The drawback to this approach is that because there
arc no giin elcments in the structure, each of the sections can only attenuate the signal. Thus if a

-.. ntnl-eCr of stages are cascaded the attenuation in the passband (insertion loss) may become quite large.
Since tile dynamic range of these devices is limited to about 80 dB at the input, this insertion loss can
sccrcli degrade tihe lilter's perl'ormance.

I lICSC constiaints have led to a design methodology which should be followed with these devices.
Fhe underlying philosophy is that

when sections are to be cascaded, the passband of
all ,ecCtionI should be as similar as possible and
should lie designed for minimum insertion loss in
the pass hand. This will optimize the overall dynamic

I lie id\naItige oif this phih)isorphv is demonstrated in F,ure 9.13 which shows two approaches for ii-
plcntentin g a handpass lillr. The lirst is i conventioii, cascade of single pole sections. In this case the
A pole attenuates in the it pole's passband and vice versa. Thus the overall passband has a large inset-
tiOn Ioss. [le scCond approach Ises two sections such as a modified circular shift register cascaded with
a charge domain transversal lilter, where the two sections have overlapping passbands. The same

-", oerall passhand shape may be achieved with much less insertion loss, thus significantly improving the
-. (i erall l nainic lange.

cond lt imi ;idvantg ei:o (le niodified circular shift register can be appreciated in the contIx of"
1" thln tlic"il phiosophly, flli it siuiictinies permits more thai) one ol' its pole pairs to be used, tlhrelb el-

*I IIIiAliing it Ilcld to 'ICaIc two coinllicting I'rCtiUCllCV respoilses. This is accomplished by Stalling
tilt ia circullar shill register with poles close to all olf the desired locations, and then imoving these

an'tllUld b\ ildding idditiolll resollaill channels so that lte pole locations silultaneotisly Move I IIhC
dIcsired plices. I lie Chalirge t10cnlailn transversal filler is an ideal vehicle for providing mal)-ny /eres ill
onC. ,nildl nh ie milictl circular shil't register discussed above call be used Ior implementing several
polcs iat Once. I hIcse ninre general types OF sections have enough flexibility to provide the desired I're-
tliency rcspon,e, while greatly reducing the insertion loss as well as chip size and power compared toi a
cascade ofl siiple sections.
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iigure 9.13. Minimi/ing insertion loss ini charge domain Ililcrs.

9.2.2 The Filter Design - CDF3

The choice of the narrowband bandpass filter, however, pUshes beonid the limits o1 Ihi5 approach

and leads to an extension of' it, nanielv the idei of using a partial 'raction cxpansion as an alteriativ to
a cascade."'' In order to make a narrowband filter with a flat pasband lie polC 1iiitist he closel %
spaced. Ihe cenlr 'requency is chosen to he al 1/4 of thle clock [e'CqLuncV which leads to clustering of,
le poles around fle imaginary axis (or 10 = 900 line) of' the i-plame Iblhis chicc yields fhe mos slake -

eic ll nt designs while providing riaxirmlum separation of the alias hand rcspolnscs According to liC
,, .. eq uat I inI

.(2'= ')360/2, nt = 1,2, • N (9.1)

feedback loops with N, = 2, 6, 10. 14, 1 . tagcs of' Ieedback resuIlt ill poles located at t = 90). A
great deal of' tine has been spent trying to modily a cirClfar shiflt register to provide a close C.luster f'

* 4 " poles around the iniaginary axis. While this approach works quite well for tlie wideband filter, the nar-
ro band design calls l'or too many stages in the Ifeedhack loo) to be practical. At this point lie fallback
position is agaiti to implenient each pair of, poIes by itself and cascade the sectiolns.

For a handpass filler centered at 0 = 90" arid with a bandwidth o1' about 300'11(0) 3.6(, pole pairs
should he located al approximatCly XW)", 90", aiid 91 ". lhe iicxt ste)p iS to choo1,e the air.1rL1 of tCed-

back and the ilunilher of stages of f'eedback requi red Ifor each d I ilie sct ioiris. 'lhe Cqualiolll

.-. ol (- i '  (9.2)

*" i ilplie, that increasing the I'eedback portion, a, towards its rnaxiiii iiuii value (1 1 and inrCeasiig tile
Su ri number of sta-ges V. will give poles closer o tilie Lllil circle. I lowever, incrcasing tIlh eecdiback portion

or i rcasinig 1he iuniber of stages of feedback leads to a larger chip si/c %kilh higher po\er clls~tillip-
lioi. I)ccreasig the Q on tie poles reduces tile flat ness (o tile las)id ild the selcpness f 1r le
skirts.

Iin order to choose a "'goo(1d- desi n a Iacdhack litinit of 90"/o has been cs' en. [le. iet Imher of
*. stages ili the feedback loop beconies the paramietcr that can he varied Io 11cc! the perl'orulal'e goals.

.he 90' poles can easi llybe i p iJnlpcnicnted k% Ill A/ 2. so tle dcsign (i' Ifile 89) and 91 ' poles c ar uindcr-

laken first. A modified circular ,hil rcyiter structlurC aS dscTrihed il Sct'ion 2 i, use.d il tile iMAi-
of reI\ Feedback pfortIi on1 V1 ii 2 i stageSC, whCl n I/ 1, .. ll iL a sullie portll (ll 11I1

V. 4 1 2t I "Iac. whlre l l I . 2, .. . ;iild is iout iIlccssaril (ttiil I it. Ilhe total leedback
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CDF4 89 and 91 degree poles
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Figure 9.15. Frequency response for 89' pole section (dashed) and 91' pole section (solid).
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CDF4 parallel vs. cascade
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i:igure' 9.17. Frequency response for cascade (dashed) and parallel (solid) connection of the 89' and
'," 91° pole sections.

" must he found to implement the resonances of both modified circular shift registers in a single struc-
ture. Although there are several possibilities for doing this, a relatively simple solution has been found
that proved salisfactory, namely a parallel architecture which is equivalent to a partial fraction expansion
of the transfer function. The resulting response, which is compared to the cascade response in Fig-
ire 9.17, reduces the designed-in insertion loss by 13 dB, which is enough to make this design practical.

. Iwo 90" pole pair sections are added in order to flatten the passband and provide sideband altenua-
lion. The resulting parameters for these sections are N = 2 stages and a = .875 feedback. These sec-
lions can he combined in cascade with the 890 and 91' parallel combination since, as seen in Fig-
rC 9.19, the passhands overlap in the area of interest.

Finallv the transversal filter section is added. The zeroes of this filter are placed on the unit circle
(,Cee Figure 9.20) to canccl the undesired poles of both of the other sections. Also, by placing the
/croes symnetrically around the VI = 90' line, every other coefficient of the transversal filter becomes
/ero. I he I'rcqucncy responses of this section (see Figure 9.21) also has a passband which overlaps that
of IhC o(lher .ecli os and caln therefore be cascaded with liltle additional insertion loss.

The resulting pole and zero locations are shown in Figure 9.22 and are listed in Table 9.23 with the
overall frequency response shown in Figure 9.24. Figure 9.25 gives an expanded view of the passband.
The original design goals have been met and the resulting filter, if it can be fabricated, promises im-
pressive performance. The passband is flat to I dB over 1/120 Fc, the 3 dB bandwidth is I/100 Fc, the
response drops off by 18 dB at 2/100 Fc, and by 60 dB at 5/100 Fc. The overall insertion loss is only
12 dLB so that with an input dynamic range of 80 dB, the output stopband noise floor is -68 dB with
respect to the passband.

It can he sein from this design exercise that the computer design tools are invaluable, not only in
design opliniization, but in the development of the design methodology.
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CDF4 90 degree pole.
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I:igure 9.19. I:reqqUelic resonse for 9'-91' pole sectioIls (lashcd) and 2 90" pole sCions solid.
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ligurc 9.21. l:rcqucncy response of' 89-91-90-90 pole sections (dashed) and of' zero section (solid).
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Table 9.23

POLE AND ZERO LOCATIONS FOR THE BANDPASS FILTER DESIGN

run cdf4
,, Output file name: cdf4

91 DEG POLES
do you want to include this? y

POLE LOCATIONS
# REAL IMAG RADIUS ANGLE FREQ (WC)

1 -0.4352 0.8922 0.9927 116.0035 0.3222

3 0.9684 0.2058 0.9900 11.9956 0.0333

6 0.3621 0.8328 0.9081 55.5990 0.1847

7 -0.9086 0.2511 0.9427 164.5505 0.4571
9 -0.7544 0.6327 0.9846 140.0152 0.3889

11 0.7766 0.5688 0.9626 36.2207 0.1006

13 -0.0328 0.9752 0.9758 91.9235 0.2553

15 0.4141 0.5807 0.7968 58.6873 0.1630

" * 17 -0.7804 0.0000 0.7804 0.0000 0.0000

18 0.0000 0.0000 0.0000 90.0000 0.2500

Do you want to plot this?

89 DEG POLES
Do you want to include this? y

POLE LOCATIONS

# REAL IMAG RADIUS ANGLE FREQ (FC)

1 0.4245 0.8894 0.9855 64.4847 0.1791

3 -0.9205 0.2492 0.9537 164.8539 0.4579

5 0.0327 0.9761 0.9766 88.0830 0.2447

7 0.9661 0.2026 0.9871 11.8447 0.0329

9 -0.7642 0.6110 0.9785 141.3573 0.3927

11 -0.4212 0.8293 0.9301 116.9281 0.3248

13 0.6255 0.4733 0.7844 37.1122 0.1031

15 -0.2680 0.7675 0.8129 109.2451 0.3035

17 0.7351 0.5848 0.9393 38.5023 0.1070

19 -0.8198 0.0000 0.8198 0.0000 0.0000

20 0.0000 0.0000 0.0000 90.0000 0.2500

Do you want to plot this?

90 DEG POLES
Do you want to include this? y0

POLE LOCATIONS

REAL IMAG RADIUS ANGLE FREQ (FC)

0.0000 0.9354 0.9354 90.0000 0.2500

2 0.0000 0.9354 0.9354 -90.0000 --O.25OO

)) you want to plot this'

90 )E(i POLES
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Table 9.23 (Cont'd)

POLE AND ZERO LOCATIONS FOR THE BANDPASS FILTER DESIGN

-.'i 1)o you want to include this'? y

" POLE LOCATIONS

# REAL IMAG RADIUS ANGLE FREQ (FC)

1 0.0000 0.9354 0.9354 90.000 0.2500
2 0.0000 -0.9354 0.9354 -90.0000 -0.2500

Do you want to plot this?

ZERO LOCATIONS

# REAL IMAG RADIUS ANGLE FREQ (WC)

1 0.9792 0.2028 1.0000 11.7000 0.0325
3 0.7785 0.6277 1.0000 38.8800 0.1080
5 0.4258 0.9048 1.0000 64.80000 0.1800

* 7 -0.4258 0.9048 1.0000 115.2000 0.3200
9 -0.7785 0.6277 1.0000 141.1200 0.3920

II -0.9792 0.2028 1.0000 168.3000 0.4675

!)o you want to plot this'?

PiOLYNOMIAL COEFFICIENTS:

Z**() COEF= 1.00000
/*I COEl = 0.00000
Z**2 COEF = 0.98468
Z**3 COLF = 0.00000

Z**4 COEF = 0.89773
Z**5 COEF = 0.00000
Z**6 COEF= 0.97715
Z**7 COLF = 0.00001

-" "Z**8 COEF = 0.89774
/**9 (1)1 = 0.00000

Z**I0 COEF = 0.98467

SZ** I I COEF = 0.00000
Z**12 (OEF = 1.00000

TOTAL RESPONSE
I)o yOU want to plot this'?

*i 9.2.3 (hip Design and Experimental Results

-he design and layout olf the integrated circuit chip which implemented the above design is the next
lsk. All of the internal sections of' [le lilter have been delined. The remaining design questions in-

Clulc the Signial inlpi 1o the chil, (the voltage-to-charge conversion) the output charge-to-voltage
kcnversion. and the connlectionl ol the various sections.

The input section uses the fill-and-spill technique. The fill operation is shown if Figure 9.26b with
,- the excess charge spilled out in Figure 9.26c leaving a charge packet whose size depends on the

differ,:nce in voltage between the reference and input electrode. This charge packet is then available
-or clocking into the first standard pseudo-one phase stage (Figure 9.26a).
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F igure 9.26. Fill and spill charge input circuit.

A iesct-and-loat diflusionl is usedl as an out~)ut circuit with a two stage source f'ollower to drive off-
chill electronics (Ir scope probe capacitaflce. The schematic is shown in Figure 9.27.

The usuial techniqut~e 01' con nedli ng isola td sections or' at (C ) ch~ip, namel11y using at diffusion atl the
it111*1 ip l ad outputs of' thle Subsectionis con nected togethler with a metal line, gives errors in the real pole

sectionot (1) 2. Ihise errors are ca used hy at lack or' lateral eq i iibration of' the charge packct prior to
lie harrier splitting operation. [or at pseudo one phase (Ci) clocking scheme there are two DC gates, at
Iril"el galle and at storage gate. Ilther or both or' these may he sliced into two halves in the direction

PC re n it hi tochage flow in thie chia nnet, and at di ifused n-type region may he placed in betwe h
I"( hal es inl order to cnhancc tlie lateral equilibrationl slpced. [lhe dilfusionl may also have a metal

* ~ rl~ninct to tiirt icr enhaii-C i hiS sli)Ced This is Shown ill Figure 9.28 where both thle DC tranlsfer
anid M') simragc gaitcs arc split. A m~IiitaI~ difluLsiOln may also he placed between thle transfer anld

- ~~slI wage gates, Wit houtI significantly degradinig thle transfecr speed. The metall ized di ffusion can act ually
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Figure 9.27. Reset and Iloatl ou.1l 1.1 cir-cuit.

be two diffused areas connected by lie metal, as is done in tUrnar-ounds. dcC. In previous designS Such-1
ats CD) 2 at single metal lized diffusion is used ats t he i nterconn lie'' n ol, ion-aoljacent chann:ek as kcl as
it mechanisni lr high speed lateral equilibration. 'Ihis causes the . :edhack coeffict to he in error.

I hie new structure whiclih splits botiih the t ransl'er anid storage electrodes sellatra ics [ lie ILinctioils of
*conlnection Mid laItral eUilihralion. ile C'MOnlcioll ILunction is perl'ornied by the split transl'cr cc-

trodc. IThe charge then spills into the split storage electrode so that elen ii' all of the clhatrec is
translferred to one end of' the storage electrode, once there it Will equI~ilibrate1 along its Whole length be-
f'ore being transf'erred on to (lie Iiem stage wherce harrier splitting occurs. Ibhis type ol' interconnect
avoidls the worries of' balancing capacitance11( and ininli/inr resistance. Ihis tchnIIiqueI is Iistkol for1 Con-
iicchtiii. id1 ihc sclliolls of t~lshae l:s l~e In addlition, this sIfliclc 1.1 lv Ickil h-slt ;11-1 II.~% iiiitit

11.1.44 (11 i ilIt -I l il I.,1 Ill,' .-11 1 I1111444'4 t ,' 1# 1 11 II i 1 1 11.- .11,-iii l o i ll 'III , 111t 1
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, ,.I he chip ('I13 has been layed out according to the design considerations discussed above. The
chip (F~igure 9.30) hais been processed with the 6 pM' design rule n-channel process as used for CDF2..\ n adfdit ion,il testi chip is included to allow testing of the individual filter sections. The test chip demon-
',Irfates pro per op~eration of each of the sections individually, verifying operation of the modified circular

P' " ,hiltl register aswell as the new method of interconnecting tilter sections. The impulse response inea-
suI.I-1eillt, alailn sho)w accuracy to abot 0.2% and the l'requency response as measured on a spectrum

' ' ;.mnat\/cr a.grees wlh Iic slltlioni to betller than 0).5 dH f'rom D(' up to the Nyquist l'requency.

ii hbias, charge. While the eatrly stages may attenuate the signal charge level, the bias charge is not at-

%" ieiu mted. L.ater stages mustl be built to handle the entire 50% of full well (FEW) bias charge of the input
' ,,tsga.e. The ov'erall charge level at the output is

'w;-,,, (.).... .5 l.W ± (.5 x Sal)

.'. ~~here SAl is, the signa .l attenn1a lionl factol(r inl the pa;ssbandl.

i- The circuit has been redesigned as CDF4 with several improvements. The chip photo is shown in

[-! [IrFigure 9.31. The design has been converted to 4 jim design rules which gate a transfer gate length of
i -4 jim and storage gate length of 9 jim versus 6 and 10 pin for CDF3. The stages which give no inser-[-' li(n iilossi (lhe trasversal lIlter and 90'' polec sections) are moved to the front end in order to improve
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Figure 9.31. CDF4 bandpass filter photomicrograph.

* . their accuracy. With this placement scheme, the device handles a greater ratio of signal charge to bias
charge, and bias charge variations are not as critical. The input is made directly into the transversal
filter section. The channel width is 320 Amn, which is the minimum channel width which gives good ac-
curacy in the splitting operation. The next section is a 900 pole pair section. The overall channel width
is 1280 A ti with a feedback coefficient of 0.875. The steady state bias handling channel has a width of
(0. 125) 1280 A ti = 160 A i. Thus interposed between the transversal filter section and the 90' pole
section is a section which divides the packet into two halves and throws one half away. Following the

% first 900 pole section is a second 90' pole section. Its output is split in halves with one half directed to
the 890 pole section and the other half connected to the 910 pole section. The channel widths of these

% two sections are 800 Ain with a total feedback coefficient of 0.9. The bias handling channel is
0 0. 1(800) = 80 A in wide. These two sections have cross-connected inputs to provide the subtraction

operation. The outputs are summed together and fed to the output amplifier, a reset-and-float structure
* *. with a two stage source follower.

These redesigned chips have been fabricated in General Electric's Corporate Research and
Development's semiconductor processing facility. The frequency response of the CDF4 'chips as mea-
sured on an 11P8553A spectrum analyzer is shown in Figure 9.32. Figure 9.33 compares this response
to the simulation. The agreement is excellent, with errors less tlhan 1.0 dB outside the noise limited re-
gime. The limit on stopband attenuation of 65 dB is set by device noise rather than by coefficient accu-
racy. Measured insertion loss is 12.0 dB versus the 12.1 dB predicted. An expanded view of the
passband (Figure 9.34) shows good agreement between experimental and theoretical. The experimental
results show some extra peaking in the 890 pole compared to the 910 pole. This is caused by a uneven

* division of the charge which is sent to the 89* and 910 pole sections. Figure 9.35 shows the effect of a
0.51% error in the division into two halves. A redesigned chip should make this split separately from the
1/8 - 7/8 split used for the 90* pole in order to make the 50% split completely symmetric.
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for The demonstration of this filter dramatically shows the unique capabilities of charge domain devices
for monolithic signal processing. In addition to demonstrating exceptional frequency response charac-
teristics, this filter verified our simulation tools as well as our capability to determine, in advance, the
filter characteristics which can be achieved with the charge domain technique.
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10. PROGRAMMABLE CDFS

The filters described in the previous section show good performance, but are limited in their flexibil-
ity or adaptability since their coefficients and configurations are fixed in their design. It is desirable in
many cases to electrically program the filter coefficients or change the filter response after it has been
fabricated. A number of techniques have been investigated in order to achieve this goal. Programma-
ble test devices have been fabricated along with the CDF3 and CDF4 filters (see Figure 10.1a). The
evaluation of these devices proves that the concepts work as expected. It now appears practical to make
a filter which combines the benefits of charge domain signal processing with the flexibility of electrically
programming the coefficients. This accomplishment coupled with recent developments in microcom-
puters and microcontrollers opens up a new realm of possible applications for charge domain signal pro-
cessing chips.

10.1 ALTERNATE PROGRAMMABILITY TECHNIQUES

There are several degrees of programmability which can be incorporated in a CDF design, and in
general the more flexible approaches are more costly in terms of chip size, speed, or complexity. The
lowest degree of programmability is inherent in any clocked CDF design. The absolute frequency
response can be altered just by changing the clocking frequency. A bandpass filter can shift its center
frequency in proportion to the clock frequency. The bandwidth, however, also scales with the clock

• -r. frequency. For some communications systems, where the tuning range is small, this degree of flexibility
may be adequate.

3'-
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,e Fiurel1.1a. Charge domain chips including CDF3 filter and PCDF programmable test chips.
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The next step up in flexibility is to have a fixed band shape but have independently variable center
frequency and bandwidth. An approach which implements this function is the N-path filter shown
schematically in Figure 10.2. The commutator at the input demodulates the desired incoming signal
frequency down to baseband samples and the commutation speed determines the center frequency.
The baseband samples pass through a bank of parallel low pass charge domain filters. The clocking fre-
quency of these filters is used to program the bandwidth. The output of these filters can be synchro-
nously modulated up to the original frequency if desired. Alternatively the baseband signals may be
used as outputs. When the number of parallel filters is 4, the baseband signals can be combined to give
the in phase (1) and quadrature (Q) outputs directly. This technique has been analyzed to some extent,
but most of the efforts in this area have been directed at the next tier of programmability.

The next level up in the programmability chain is the capability of altering the coefficients electrical-
-- ly, but not changing the architecture. The first task is to define programmable charge splitter struc-

- tures. Three basic structures have been invented and evaluated experimentally. The first is an in-place
sequential charge splitter. This approach uses a gated equilibration splitting scheme similar to that used
successfully in CDF2. A digital shift register supplies the coefficients, most significant bit (MSB) first.

% Figure 10.1b. PCIA .in-phase sequential splitter
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A schematic diagram of this technique is shown in Figure 10.3. The charge packet is introduced into
potential well under the A gate. Meanwhile the B well is empty. At this time the equilibration gate is
opened and closed leaving half of the charge packet under A and half under B (note that a splitting ra-
tio of 0.5 simplifies the balancing of the charge splitting mechanism). At this point either the C or D
gate is turned on depending on the (MSB), and the 1/2 charge packet is transferred to the E or F accu-

* mulator well. Now the A well contains 1/2 the input packet and the B well is empty. The equilibration
gate again turns on and off leaving 1/4 of the -original packet under A and 1/4 under B. The second bit
of the digital coefficient channels the 1/4 under B to the E or F accumulator. The splitting and chan-
neling continues for 1/8, 1/16, etc., for N bits where N is as many bits as is desired. After all the sig-
nal (possibly including the leftover 1/ 2 N portion) has been channeled the output can be read out with
an overlying electrode (non-destructive readout) and the entire charge packet returned to the A/B
reservoir, or with a diode (destructive readout) and a new input sample can be introduced. This tech-

-. '1nique has the advantages of being compact in size and universal in structure with respect to the number
of bits that may be used. Its disadvantage is that the cycle time for a full multiplication is equal to the

.- ;

..

S,'..

Figure 10.1c. PCDFIC = four stage split electrode filter using sequential splitters
PCDFD = flash splitter
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clock period of the splitter multiplied by the number of bits. This disadvantage is, however, ameliorat-
ed by the high inherent speed of the splitting mechanism.

One of the test devices, PCDF1A (Figure 10.1b) has been used to evaluate this technique. For this
and all other PCDF test chips the digital shift registers are off-chip although a production circuit would
include on-chip shift registers. The device is operated as a multiplying digital-to-analog converter
(MDAC) where the analog input is a DC value and the coefficients are decremented from 127 to 0 (for
a 7 bit conversion). The output shown in Figure 10.4 demonstrates excellent linearity over the entire
range, with the greatest error at the 64-63 coefficient transition. Seven to eight bits of linear operation
have been demonstrated with no degradation at splitting speeds up to 15 MHz. The number of bits is
limited by the accurate transfer of charge from the B well to the E or F wells in a short period of time.

-Ni  Structural improvements can yield 9-10 bits of capability.

The second technique overcomes the speed limitations of the sequential splitter at the expense of an
increase in chip size. This is the pipelined charge splitter technique diagramed in Figure 10.5. In this
case splitting takes place unidirectionally in several stages with each stage providing one binary bit of in-

4

Figure 10.1d. PCDFIE =pipeline splitter
PCDFI F =improved single stage feedback.
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-AFigure 10.4. in-place sequential charge slitter c MAed as an MDAC.
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0 Figure 10.5. Pipelined charge splitter.
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creased resolution. The A and A accumulators are clocked in synchronism with the splitters such that
after 8 clock cycles the product result appears at the output. Due to pipelining the next result appears
one cycle later. Therefore the throughput rate of this technique is equal to the clock rate.

The third approach is a flash splitter. In this approach, shown in Figure 10.6, the channel is simulta-
neously split into portions equal to 1/2, 1/4, 1/8, . . . 1/2 N and another 1/2 N times the input chan-

* ., nel. This approach gives a full n-bit multiplication in one clock cycle. It requires a very wide structure
in order to accurately divide the charge.

Both of these concepts have been tested out experimentally. The single bit per stage device,
PCDFIE (Figure 10.1d) shows operation as expected, again with 7-8 bits of accuracy in steady state

- tests. The device is operated as an MDAC with a DC analog input and varying digital coefficients. Un-
.( like the sequential splitter, the accuracy is much poorer than 7-8 bits if the digital coefficient changes

from one cycle to the next. This error is caused by the lack of introduction of a fat zero charge into the
running accumulators. The high transfer inefficiency results in a large error for the first output value
after a coefficient changes. Figure 10.7 shows the results for a constant DC input and eight successive
outputs (both plus and minus outputs) for a coefficient of 0, eight outputs for a coefficient of 1, and so
on up to a coefficient of 15. Note the error in the first output for each group. This problem is due to
high charge transfer inefficiency in the initially empty A and A accumulators. This problem can easily
be alleviated in future designs by adding a fat zero charge into both accumulators. The four bit flash
design PCDF1D (Figure 10.1c) has also been evaluated. It exhibits 6-7 bits of linearity in the MDAC
mode (see Figure 10.8). The accuracy appears to be limited by cross coupling of the address lines into
the output. Careful shielding and on-chip digital shift registers should alleviate this problem. No
transfer inefficiency effects are apparent with this design.

Digital
Coefficient

MSB
bit 1

S2

"-" Analog

• ".'-Signal
Analog Out

* Signal A
Inbi2

-66 ----------

Left~ver

, Figure 10.6. Flash charge splitter schematic.
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Figure 10.7. Pipelined charge slitter operated as a four-bit MDAC.

Figure 10.8. Flash charge splitter operated as a four bit MDAC.

The optimum choice for a practical chip may be a hybrid combination of the pipeline and flash ap-
proaches. A compact, high speed 9 bit multiplier cell may include three pipelined stages with three bits

of flash conversion per stage. This approach appears to be quite practical if careful shielding and properF bias charges are utilized.
The next concern in a circuit implementation is configuration, or how should these programmable

* coefficient blocks be hooked up. Two representative approaches have been tested. Figure 10.9 is a
schematic of a 4-channel pipe organ type connection&12) such as is required for a charge domain pro-
grammable transversal filter or charge domain recursive filter section. The test circuit PCDF1B
(Figure 10.1b) is such a structure which uses sequential splitters to implement the programmable
coefficients. The output of the four channels is summed and sensed with a reset-and-float diffused
diode. Each cell operated as described previously with 7-8 bits of linearity with the output equal to the
sum of the outputs from each section. The accuracy is good although again better shielding should be
incorporated.

10-8
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I' gore 110.9. Pipe organ type program mahie t ransversal f ilter.

The alternate circuit configuration, shown in [igure 10.10 is sim1ilar to a con'ment jonal ('(I tiailsker-
sal flter. Inl this case, at seq~uential splitter is usedI to give at programimahie lap weighl. As in thie con-
%.en Iional split electrode filter. the charge is sensed 1ton-destrUcti yely oil ovef-l ine, Ce I ri ues. O nce thle
charge packet is, sensed, it maty he translecrred onl to thie nest stage. Alter natix clv lie char-ge packet
nma\ he retai ned at one site and the digital coellicients may he shifled in nt ()inc stage to tile lie\[i. thie
so-called moving refecrence structutre. The tirst approach is incllded as- a teSt chlip. P( DI) 11

- (LUiCur 10.0 Miad operates as expcted, thle (lultlilt being ilie Sum) of thle oulpuMS 01' (lhe indkidual,
cells. [hle second approach has somec inherent advantages over this. I lst ol' all. Charge tianstfel
nll1iclcrc effects W~ill iiot degr-ade pe rl'ornia vce since the charge packei is retiincd inl a single LCl.

SeCOidlV. theC loading and shil'ting oV thie digitl coellicient is easier. I'lliril and mos4t" important. is [lhe
* . ahili tv to easilv Connect up1 miany sect ions and even mnany Chips ini series to (hii \ery l ong c~ m elat ion

prod uICtS or- klrge timeTI-bihadwid th plrod ets. 011 ncSuch designl is, discuIsed ill tce tiCl stsect oi

L 10-9



~~1~~ - T@ -~-

DRA 1Jl I I I( II

Ki

INPUT

OF

-s-

.1C13

I 10-101. pi lctoetp porm aletasesa itr

.5 5 '..-. * .. * .5.5' .5.... - .... 'N % .' . N . % - - 5



111. APPLICATIONS

This contract has addreCssed thle underIStanding and (levelopileill or' tools I'm. desiging Of I )Ilie
next task is to lind applications Which could ultili/C charlge domiain de'. ices Io iILduce '.%stcill ',Ifc. po% %CCi
and cost and/or improve peril, oance. Several lealures of' ('Il )'S "hi'll aMC imp~ortat lot '1oniC

-cations are dliscuIssed, and [iheti severa;l represcntalive applications ate dctailed.

11.1 FURTrHEIR CAPABILITIES OF (lW'S

In thle drive for higher speed monolithic signal processing, several leat ores of'charge domi t le\ics
become particularly attractive. 'Ihle fi rst advantage whiclh cart be ut ilived is thle higherl~f speed~ aid 10%kei

-~ transf'er i nehliciencv 01f biricd chan net device f'abrication. AS di1SCuLSsed earliCr, Ii neari ty is iiai llamnei
with buried channel ('I)S and their clocking rate is otly~ tim ted 11w transfer ellicieckv effects.

*..A nother 1leature of' C 1)1s in particular and sam pled data systeils in generall is thle uIse o1f ailas h."
*.processing. where the incoming signal fr-equency is ahove thie device clocking f~requtency. For Iffsldt1lCe

the bandpass filter ('1)14 has its center Frequency (/,,) at 1/4 ml* thle clock IreqItncv I .I oe\e
f'requencies of' 3/4 F_ 5/4 F, , 7/4 F. or

j = lit +--, i ...

will also be passed. In addition the sampling operation canl be used to dowii-convert thignal to tile
n= 0 band. Short pretilters can be used to suppress the undesired passbatids.

11.2 APPLICATIONS EXAMPLES

One application which can uISe this technique is shown in Figure 11 . 1. The p~rimnary filter which does
thle band shaping is the 75 stage filter which is clocked ait 20 M iI,. It has its passbands at I5. I5,
25. ... Mlt,. The CI)F4 chip ciin be used as this fltter. Short prelilter-s can he Aidded Oin thle same1 Chip
to su~ppress those passbands at 5, I5 .S 65, X5 95, i e., just leaving the 75 Mlii p issband. Thie
prelilters only require a few chatrge donmain tranlsversal filter stages and thc iel'ore UCI1.utte little poiwer

60 MHZ 80 MHZ AD 0MZAD20 MHZINPUT PREILTEFfPREFILTERf PCESAKTS [ T~JOU

MAIN FILTER: 75 STAGES - CLOCKED AT 20 MHZ

IF.mF -x .\T.I.\TXT.XF.XF
0 20 40 60 80 100 120

FIRST PREFILTER 9 STAGES - CLOCKED AlT 60 MHZ

0 20 40 60 80 100 120

, ~.SECOND PREFILTER: 5 STAGES - CLOCKED AT 80 MHZ

0 20 40 60 80 100 120

*THIRD PREFILTER 5 STAGES - CLOCKED AT 40 MHZ

0 20 40 60 80 100 120

OVERALL RESPONSE -2 MHZ BANDWIDTH AT 75 MHiZ

M 2) il) 610 80 100) IM)

Irigtrkc I I.1I. 7S MI'1I 11 f ilteintg Liiliiig alias hands andii smill pilil.i
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.i;In : Ihlo.*l mscnll'lti\ I() 1ianiist.i 1iiiell 1citcy. B~y 11,iilf allias hiiiid ;arid preclilteis at high pci lor-
il1;1a0l 10 lowC koe llhrge doritir filici can ihe made toi operate at very hligh speeds.

\ri i er application ol, this tech nology is to imnprove performance of' con veintional CCI) split cc-
-' trode filters. Thie required ieroes of' a transversal filter can be divided between thle charge domain see-
- tilir aiid thle split electrode section. Such at structure is diagrammed in Figure 11.2. Oftentimes the

1t1lCer Ilu net101 tiC;1i he lactored such that thle ('1)1 sect ion requires only positive COefCI n CIIS. fuLrther simi-
p1li %ing tile operatii n. O ne practical appl cationl of' this tech nique is to use thie higher speed ('1)1 as all
'111i i-alias prelilter (ats in the last example)I with the lower speed split electrode filter or programniable
CM f f raris~ersal filter providing thle hand shaping Function.

A hot her application whieli use, thle alias hand processing ats well ats the demodulation capabilities of
lie Na iph ing operaic in is al FMI ~ commiuitnicatIions system clip. This application has been analy/ed re-

e.C1111k arijd at whrit e pap~ler desc ribing thle system Was submitted in March 1983. This paper is inCluded
here as, Appendix 4.

[inallk a programmlna ble Charge domain device has beeii analy/ed ulsing the moving ref'erence archi-
* ~ ~ - -iciir i isqeta pites reh de tgscn be incorporated oilit chip. This chip can

In net 1(11 as at programinmable digital-analog correlator, a program mable or adaptive finite imnipulse
respo nse filter, or it pulse compression filter. Several of' these chips can he cascaded f'or loinger correl-
tion pr1oducts, Tiis Chip wa[S described in at white paper report submitted January 1983 and is included
here ats Appendix S

Illiis list oil apli cat ions is by no meanis all iniclusi ve-, it is only at suggestion of' what may now be
patic JI it 1 the deniotist rat ion of' tilie capabilities of' charge domain. O t her appllication areas for wh ichi
ii icclnolog may. be attractive iticlude IF filters, 21) progranimable correlators and image processors,
tleerathie radar or sotnar beamn formecrs. spread spectrum communication coders and decoders, video

filters. hi11s matrix mu11lipliers, 1)/A coniverters, A/f) converters or any function requiriiig high data
rate sam pled data signal processing.

1 N OUT

(.eCHARGE DOMAIN SPLIT ELECTRODE
TRANSVERSAL FILTER CCD FILTER

Figure1- 11.2. (I/CCI) hybrid device.
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12. SUMMARY

1he con tract effort to develop charge donmai filters bor en1ha nced mionoliiit hic sig!nal prolcessin l"as'

qu1.ite successuLli. The first goal of' investigation (of the capabilities and linmitations of, these deviccs N,iN
addressed through st udies of' the charge spitIt inig operation, Stuldies OF yarn iu', Spci liC chalrge IIlli I Lii-
lion sitruLctures, studies 01t thle Use of' poles ats well ats ieroes lor iniplemcng traiisf cI' Iilitotis, and
SI l~liCS 01' tch I'iI LieS for placinig poles anid /erocs inl the /-pfa nc eflicien i y LInder thle ci nst ril ls oI [Ile
charge domain technology. Iii addition testing techniques and simulation tools were developed iio aid InI
the design andI understanding of' operatioli of' charge domlainl filters.

The second goal of' the program %kits theC aIctual deCsign., lout, and fa1briCailon of* at mult11-poleC WICIi
% hich would demonstrate the unlique capabilities of' charge domaini iectiiiiiogy. A nari1owbhand baidikiss
filter "a s investigated ats the test Vehicle, sinICe it puLshed beyond the tiis o1' wha ts l hrough lvak 1I

* ~~Cal at that point. Several key discoveries per-mitted this fillet' to be de~signied within r'
Specihivitis. I[he device was V~ahricated and the demnotitratd petflorniatiCe Ilii-hcieu thle 11I fCotC ci
fpredfictions toi a high level OiF accuracy. A getieral design miethodology for ('1)'s was developed mrid

* ~~expanded whi ch along withI thle si mula t ion tools permiits appl icati in to he invlestigalted quick lN and piac-
tical chips to be designed easily.

The finail goal of' (the con tract wats tf'e investigaltion of' techniiiques whiichi Wo ii d enable at (.1) to be
*programmed electrically, presumably by a microcomiliLter in at systems application. A 1num11ber1 of' leelIs
* ol programlming flexibility were investigated and sonic concepts were designied in silicon and tested oLut.

I hese programmable coetlicient test blocks andh four stage filters successfullyV demonstrated t[lie ability to
-*provide 7-8 bits of' digital coellicient aIccuracy in the multiplicat ion operation. Large miulti-stage Chips,

w ithI 8-It) bits of' accuracy appeared to be practical.

[inally a numier of' applicationis areas and several specific applicatiotis were investigated ats potential
ttdflo%% oil programis to utiliie these capabilities. These ranged f'rom IN filters and demo11dulators to hi~k

hio%%er video flfers to1 piograniniable ID) and 21) correlalors/ filters. Thec potential f~or icorporating high1
perfoirmane hiigli speed systemis Onl al Chll pitiliii g charge domalini' tchiii IOiOL. is, eiioriiiliuS.
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Appendix I

TIME DOMAIN TYPE TEST PROGRAM

10 PRINT:PRINT
15 DEFIN[ A-N:DEPDBL S-T
18 GOTO 1000
20 INPUT 2WHICH PROGRAM 81 =CDF2,2=7)"*N
30 ON N GOTO 1000,1000
40 GOTO 20
1000 REM
1010 REM CDFI 10/26/81
1020 REM
1030 REM THIS PROGRAM CALCULATES AND PRINTS
1040 REM THE IMPULSE RESPONSE OF CDF2
1050 REM
1060 NS= 128
1070 DIM X(NS),Y(NS)
1110 INPUT "#READS, # DISPLAYED",NR,NP
1140 SCALE=5/4096
1150 PRINT
1160 PRINT " DATA ","OUTPUT","NOISE","OUTPUT," NOISE"
1170 PRINT "POINT #"," VOLTS","VOLTS","MAXOUT=I","MAXOUT=I"
1170 PRINT ....................
1180 MM = 114000
1183 REM GET DATA SUMS
1190 FOR I= I TO NS
1190 M=119000+1-1
1193 XA=O:X3=0
1200 FOR J=I TO NR
1220 A=16*PEE<(M)+PEEK(M+MM)
1222 XA=XA+A
1224 XB=BB+Z*A
1 225 4=M+NS
1230 NEXT
1240 X(I)=SCALE*XA/NR
1241 S[)= (XB-XA*XA/NR)/(NR-1)
1242 Y(I)=SCALE*SQR(ABS(SI)))
1243 OUT 4,1
1250 NEXT
1255 REM SUBTRACT ZERO AND FIND MAX
1260 SX =0:A=0
1270 FOR I=3*NX/4+I TO NS
I280 SX =SX*X(i)
1290 NEXT
1300 SX =SX/(NS/4)
1310 FOR 1=1 TO NO
1320 Z(I)=X(I)-SX
340 IF ABS(X(I))>YM THEN YM=ABS(X(I))

1350 NEXT
1360 IF YZ=0 THEN YM=100
1370 FOR I=1I TO NP
1380 PRINT I.< (I),Y(I),X(I)/YMY(I)/YM

1390 NEXT
1390 PRINT

1390 AS="Y":BS="Y"

Al-I
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Appendix 2

DIGITAL SIGNAL PROC ESSNG ROUTI NES

C DSP 4/11/83
C
C THIS PROGRAM CALCULATES AND PRINTS AND/ORl PLOTS
C THE IMPULSE RESPONSE, FR EQU ENCY RESPONSE.AND
C POLE-ZERO LOCATIONS FOR A CDF
C GIVEN THE POLE-ZERO LOCATIONS OR
C THE TRANSFER FUNCTION H(Z
C
C SUBROUTINE LOCATIONS:
C IMSL SBR-ZPOLR (COEF N DEG, ROOTSI ER)
C 1500 SBR-PZIMP(ZERO,NZERO)
C 1800 SBR-FREQPZ(ZFREQ,NFREQ,ZERO,NZERO)
C 2000 SBR-PZ(POLE,NPOLE,ZERO,NZERO,PCOEF,N,Hi)
C 2500 SBR-COEF(PCOEF.NPOLE,ZCOEF,NZERO,N,II)
C 3000 SBR-MAG(X,XMAG,XMAGDB,PHii,N)
C 3500 SBR-SAMPLE(XMAG,XMAGDB,PHI,N)
C 4000 SBR-FFT(X.N)
C 4500 SBR-PZMI NMAX (POLE, NPOLE,ZERO,NZERO,PCOEF.N,Y)
C 5000 SBR-PRNTIMP(XTIME,NT)
C 5300 SBR-PRNTFREQ(XMAG,XMAGDBPHI,N)
C 5600 SBR-PRNTPZ(POLENPOLEZERO,NZERO)
C 6000 SBR-PLTIMP(XTIME,NT.KLAB,SCALE)
C 6300 SBR-PLTMAG(XMAGDB,N,KLAB,SCALE)
C 7000 SBR-PLTPHASE(PHI,N,KLAB,SCALE)
C 7500 SBR-PLT(ARRAY,N,KLAB,SCALE,XMIN,XMAX,X INC,
C YMIN,YMAX,YNC,XPOINT,YPOINT,NPOINT,KCHIAR)

*C NOTE: N1l FOR IMP; KLAB=NEG FOR PHASE
C NOTE: SCALE =1. FOR 8X 10 PLOT;SCALE=-1. FOR 16X 10 PLOT
C KPEN PICKS THE PEN COLOR
C KLAB-TIIOU: 0=ASKS FOR TITLE / I= AUTOMATIC PLOT
C KLAB-HUND: 0=NO AXES /KPEN=AXES AND) LABELS
C KLAB-TENS: 0=NO CURVE /KPEN=PLOT CURVE
C KLAB-ONES: 0=NO POINTS /KPEN=PLOT DATA POINTS
C 9000 SBR-PLTPZ(POLE,N POLE,ZERO,NZERO, KL AB,SC ALE)
C

C
SUBROUTINE PZIMP(ZERO,NZERO)

C THIS ROUTINE CONVERTS THE ZERO LOCATIONS
* C INTO AN IMPULSE RESPONSE BY MULTIPLYING

C OUT THE NUMERATOR POLYNOMIAL. THE RESULTS
C ARE PRINTED OUT AS POLYNOMIAL COEFFICIENTS.

COMPLEX ZERO(64)
DIMENSION ZPOLY (64.3),ZSUM (66),ZTEMP(66)
K= I
ZSU M (I)= I.
DO 90 I=2,NZERO+I1

90 ZSUM(I)=0.
DO 100 I=I1,NZERO
P=REAL(ZERO(D)

I1.110)(( *rO 100
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/-- ('0MW) + J*SIN(W)
I IN U I =( 1-0.)
IF(Ni.IiRO.E Q.0) (it) To 34
DO 33 K =1, NZER()

33 IINUM=IINUM*(Z-ZERO(K))
UINUMMAG =SQRT(REAL(HNUM)**2 +AIMAG(HNUM)**2)
IF (I-NUMMAG.GT.IIMAX) HMAX=HNUMMAG

34 tIDEN=UI.,0.)
IF(NPOLE.EQ.O) GO TO 38

*D I)36 K =I,NPOLE
36 I1)EN=IiDEN*(Z-POLE(K))
38 rI(I)=HNUM/IIDEN

DO 39 1= I,N
39 I-I(D)=IIU)/IIMAX

RETURN
EN!1)

C
SUBROUTINE COE F(PCOEF, NPOLE,ZCOEF,NZERO,N,H)

C rIiis ROUTINE CALCULATES THIE FREQUENCY
C RESPONSE, 11(W), FROM THlE TRANSFER FUNCTION
C NUMERATOR AND DENOMINATOR COEFFICIENTS.

COMPLEX J,Z
COMPLEX HINUI-IDEN,1I10024)
D)IMENSION PCOEF(64),ZCOEF(64)
Pf14*ATAN(I

'I.. J=(0.I .)
C(=1.
IF (NPOLE.LQ.0) GO TO 21
D)020 K=2,NPOLE+ I

20 C=C-ABS(PCOEF(K))
21 DO028 1I=I,N

W=2*Pl*(I-I)/N
/ =COS(W) +J*SIN (W)
IF: (NZERO.GT.0) GO TO 22

GO TO 24
22 IINUM=(0..0.)

1)023 K = INZERO+ I

23 11NLJM=IINUM+ZCOEF(K)*Z**(K-I)
V 24 IF2 (NPOLE.GT.0) (i0 TO 25

IIEN = ( 1-0.)
(GO TO 28

25 III)I'N =(0-.0.)
DO0 26 K = 1, NPOI.LIV+ I

26 IIE=I)NPOFK/*KI
29 11(1) (*IINUM/lIIEN

RETURN

SUBROUTINE MAG(X,Y,Z,PIII,N)
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" ZPOLY(K, I) =P**2+Q**2
ZPOLY (K,2) =-2.*P
ZPOLY (K,3) = I.
K=K+ !

100 CONTINUE
DO 130 1= IK-I
ZTEMP(1) =ZSUM(I)*ZPOLY(!,i)
ZTEMP(2) =ZSUM(2)*ZPOLY(l,I) +ZSUM( I)*ZPOLY(I,2)
DO 110 J=3,2"1+I

110 ZTEMP() =ZSUM(J)*ZPOLY(I,I) +ZSUM(J-I)*ZPOLY(I,2)
"" +ZSUM(J-2)*ZPOLY(1,3)

DO 120 L=1,2*"+1
120 ZSUM(L)=ZTEMP(L)
130 CONTINUE

print *, "
print *, 'POLYNOMIAL COEFICIENTS:'
DO 30 I=I,NZERO+I

30 WRITE (6,40) I-I,ZSUM(1)
40 FORMAT (IX,'Z**',I2,' COEF =',F9.5)

print *, '
RETURN
END

C

C
.-. SUBROUTINE FREQPZ(ZFREQ,NFREQ,ZERO,NZERO)
-C C THIS ROUTINE CONVERTS ZERO LOCATIONS

C STATED AS FRACTIONS OF THE CLOCK FREQUENCY
C TO Z-PLANE ZERO LOCATIONS

"- C NOTE: THEY MUST BE ON THE UNIT CIRCLE
COMPLEX ZERO(64)
DIMENSION ZFREQ(64)
NZERO=0
Pi=4*ATAN(I.)
DO 10 I=1,NFREQ
W=2*PI*ZFREQ(I)
NZERO=NZERO+ I
ZERO(NZERO) =CMPLX (COS(W),SIN(W))
IF (ABS(SIN(W)).LT.IE-6) GO TO 10

* NZERO=NZERO+ I
.* ZERO(NZERO) =CMPLX(COS(W),-SIN(W))
'. . 10 CONTINUE

RETURN
END

C

SUBROUTINE PZ(POLE,NPOLE,ZERO,NZERO,N,lt)
C THIS ROUTINE CALCULATES THE FREQUENCY
C RESPONSE, H(W), FROM THE POLE AND ZERO
C LOCATIONS.

COMPLEX J,Z
*. COMPLEX IINUM,ItDEN,H(1024)

COMPlIF.X POLi-(64),ZERO(64)
, : PI =4*A'lAN(I.)

J= (0.,I.)
_IMAX =0.

S..A2-3



',,' " .I .I

.1" K KI

7 J-J 4 K

PI=4*ATAN(I.)
DO 30 L = 1,M
LE=2**L
LEI =LE/2
U= (1.0,0.0)
W =CMPLX (COS(PI/FLOAT(LEI )),SIN (PI/FLOAT(LEI )))
DO 20 J=I,LEI
)0 10 I=J,N,LE

S.. IP=I+LEI
T=X(IP)*U

* X(IP)=X(I)-T
10 X(I)=X(I)+T
20 U = U*W
30 CONTINUE

RETURN
END

SUBROUTINE PZMINMAX (POLE,NPOLE,ZERO,NZERO,PCOEFN,Y)
C THIS ROUTINE PRINTS THE PEAKS AND VALLEYS OF
(TIlE FREQUENCY RESPONSE FROM THE POLE AND ZERO
C LOCATIONS

DIMENSION Y(1024)
DIMENSION PCOEF(64)
COMPLEX J,Z
COMPLEX XNUM,XDEN,X
COMPLEX POLE(64),ZERO(64)
IRANGE=4
PI=4*ATAN(I.)
print ' FREQ ANGLE MAG MAGDB'

C
C CALCULATE NORMALIZING COEFFICIENT 'C'
C

C=I.
IF (NPOLE.EQ.0) GO TO 8
DO 6 K=2,NPOLE+ I

6 C = C-ABS(PCOEIF(K))
CI
C IF MAG IS INCREASING L=1
C'IF MAG IS DECREASING L=O

C INITIALLIZE L=2

8 L=2

I)O 90 1=2,N/2
A=Y(l+I)
B=Y(I)
If: (A.GT.B) GO To 10
IF (L.EQ.0) GO TO 90
L =0

print *, 'MAX'
GO TO 20

A2-4
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C TIS ROUTINE CALCULATES THE ABSOLUTE
C MAGNITUDE, MAGNITUDE IN I)B, AND) PHASE OF
C A COMPLEX ARRAY (E.G. FREQUENCY RESPONSE 11(W)).

COMPLEX X(1024)
DIMENSION Y( 1024).i( 1024),PIII(1024)
PI=4*ATAN(I.)

ADO D50 1=I1,N
X RE =R EAL(X (I))
XIM=AIMAG(X(I))
Y(I)=SQRT(XRE**2+XIM**2)
Pill1(1) =( (80./PI)*ATAN(XIM/XRE)
IF((XRE.LT.0.). AND.(AXIM.LT.O.)) PI110() =PIMI-180.
IF((XRE.LT'.0.).AND.(XIM.GT.0.)) PHI(I)=PlII(I)+ 80.
IF(ABS(Y(I)).LT.IE-6) Y()= IE-6

50 Z (1) = 2O*ALOGI10(Y (D)
RETURN
ENDI

C
Vl*********************

C
SUBROUTINE SAMPLE(Y,Z,PIII,N)

C TIlS ROUTINE MODIFIES THE FREQUENCY
C RESPONSE BY SIN X / X FOR SAMPLING AT THlE
C CLOCK FREQUENCY

DIMENSION Y(I024),Z(I024),PI-I(1024)
-V P1= 4* ATAN( 1.)

1)0 51 1=2,N/2+1
XJ =(I-I )*PJ/N

- . ~Y(I) = Y (*( I (1.8* (1-SIN (Xi )/XJ)))
51 Z(I)=20*ALOGlo(Y(D)

RETURN
END

C

C
SUBROUTINE FFT(X,N)

C THIS ROUTINE PERFORMS AN N-POINT FFT ON
C THE COMPLEX ARRAY X. AND RETURNS THE
C RESULT IN X.

* COMPLEX X(1024),LJ,W,T
MI= 0
NN=N
DO WHILE (NN.GT.1)

NN=NN/2
NI M+ I

END DO
NV2=N/2
NMI =N-1
J=l
DO 7 I= 1,NMl
IF(I.GE.J) GO TO 5
T=X(J)

x (I) =,r
K K=NV2(I

6 I1: (K.(itLJ) GjO TO 7
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print *.'MIN'

C
C PRINT OUT MAX OR MIN VALUES
C ANI) VALUES AROUND MAX OR MIN

.9 20 WW=2*PI*(I-I )/N
D)O 80 IW=-IRANGE,IRANGE

V W=WW+(2*PI*IW)/(N*IRANGE)
Z=COS(W)+(0.,I.)*SIN(W)

* XNUM=(I.,0.)

.~ IF (NZERO.EQ.O) GO TO 40
1)030 K =I, NZER()

40 X[)EN=(I.,0.)
IF (N POLE. EQ.0) GO TO 70
D)060 K =I,NPOLE

60 XD)EN=XDEN*(Z-POLE(K))
70 X=C*XNUM/XDE-N

X RE =RE 'AL(X)
XI I= Al MAG (X)
XMA(1 =SQRT(XRE**2+ XiM**2)
X M AGI)3= 20*ALOG I0(X MA(i)

80 WRITE (6.85) W/(2*PI),W*360/(2*PI),XMAG.XMAGDB
v.85 FORM AT(F1 3.4,F9.2,E I2.3,FlO0.3)

90 CONTINUE
R ETUR N

SUBROUTINE PRNTIMP(T,NT)
C TIllS ROUTINE PRINTS THlE IMPULSE RESPONSE.

I)IMENSION T(1024)
print *

print A.'MPULSE RESPONSE:'
print ~
WRITE (6.15) (I.T(1),I =I ,NT)

I5 I-ORMAT(15,1 12.5)
0print *,'

RE1-TUJRN

*SUBROUTINE I)RNTFIR[E-Q(YZ,IIIl,N)
CT IllS ROUTINE P~RINTS TUEF FREQUENCY RESPONSE.

D)IMENSION Y( 1024),Z( 1024),PIII( 1024)
print ~F" print .'FREQUENCY RESPONSE:'
WRITE (6.24)

24 FORMAT (3X,'#',I0X,'MAG',8X,'MAGDB',8X,'PHASE')
WRITE (6.25) (l,Y(I),Z(l),PI-II(I)1 I,N/2+ I)

25 FORMAT (15,3X,E-12.5,3X,FIO.3,3X.FlO.3)i A2-6



RETURN
.3.. END

C

SUBROUTINE PRNTPZ(POLE,NPOLEZERO,NZERO)
C TIS ROUTINE PRINTS TIIE POLE AND ZERO
C LOCATIONS IN X-Y AND R-TLILTA COORI)INANTS.

COMPLEX POLE (64).ZERO(64)
P1= 4'ATAN (I.)
If: (NPOLE.EQ.O) GO TO 30

* print ~
print ','POLL LOCATIONS'
print '.# REAL IMAG RADIUS ANGLE FREQ(FC)'
D)025 1 =1,NPOLE
RA)IUS=SQRT(REAL(POLE(l))*2 + AIMAG(POLE( ) )**2)
P= REAL(POLE(I))
Q= AIMAG (POLEI)

-'I (ABS(P).GT.IE-)GTOI
* ANGiLE=90.

IF (Q.LT.0) ANGLE=-90.
GO TO 20

I5 ANGLE= (180./PI)*ATAN(AIMAG(POLE(I))/REAL(POLE(I)))
*IF ((AIM AG (POLE (1)).GT.0.). AND. (REAL (POLE(I). LT.O.))

&ANGLE= ANGLE+ 180.
IF ((AIM AG (POLE(D)). LT.0).AND. (REAL (POLE(I)).LT.0.))

&ANGLE=ANGLE-1 80.
IF (ANGLE.LT.-IE-6) GO TO 25

20 WRITE(6, 10) I.POLE(I),RADIUS,ANGLEANGLE/360.
10 FORMAT (15,5F1 0.4)
25 CONTINUE
30 IF (NZERO.EQ.0) RETURN

*print *,'

print *, 'ZERO LOCATIONS'
print*,.' # REAL IMAG RADIUS ANGLE FREQ(FC)'
DO 45 1 =1,NZERO
RADIUS =SQRT(REAL(ZERO(I))2 + AIMAG (ZERO(I))**2)
P=REAL(ZERO(I))
Q=AINIAG(ZERO(I))
IF ('ABS (P).(iT. IE-8) GO TO 3 5
ANGLE= 90.
IF(Q.LT.0) ANGLE=-90.
(;O TO 40

35 .\NGLE= (180./PI)*ATAN(AIMAG(ZERO(I))/REAL(ZERO(I)))
IF ( ( AIMAG (ZERO(D) ).GT.0.) -AND. (REAL (ZERO(I) ).LT.0.))

&A.NGiLE= ANGLE+ 180.
I:( (AIMA(i (ZE.RO(I) ).LT.0.).AND.(REAL(ZERO(I) ).LT.0.))

&ANGLE= ANGLE-]180.
It (ANGL[E.IT.- I F.-6) GO TO 45
\VH WI II1 ((6,1(0 I./[;RWDIRAI)I ISANGI jL.ANGLF/36)

1' 1I I II 11

I NI)
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Appendix 3

BANDPASS FILTER DESIGN PROGRAM

c CDF4 5/26/83
tc
c This program plots the frequency response for cdf4

COMMON KQUESTKPRNT,KLAB,SCALE
COMMON Y(1024),Z(1024),PHI(1024),N,H
COMMON /ZZZ/PCOEF(64),NPOLE,ZFREQ(64),NFREQ
COMPLEX G(1024),H(1024)
DIMENSION X POINT (64),Y POINT(64)
Pi=4*ATAN(1.)
M=10
N=2**M
SCALE=-I.0
KPRNT=0
KQLJ EST= I

C

C
print *

print * 'TITLES'
DO 8 I= I,N

8 G(I) = (1.,0.)
KLAB= 100
CALL PLTPZ(POLE,O,ZEROO,KLAB,SCALE)
CALL PLTMG (ZO,KLABSCALE)

C

10 print*,
print * '91 DEG POLES'
NPOLE= 17
DO 12 1=1,NPOLE+I

12 PCOEF(I)=O.
PCOEF(I) = 1.
PCOEF(I 5) =.6
PCOEI- (18) =.3

KLAB=30
CALL CALCPOLE
DO 14 I= I,N

14 G I) G I*tI

C
(j*

20 print "'
print *, '89 DEG POLES'
NPOLE= 19
DO 22 1= I.NPOLE+ I

I, l('() I !: (l) 0.

I 1( ( ) 1( I -I
P(COE ( IS)

l,('()l.F(2OM= 2

A3 I
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--
;4

K LAB = 4(
CALL CALC;'OLF
1)024 1 = I.N

30 print
print *,'90 DEG POLES'
N POLE 2
DO 32 1 =1.NPOLE

32 PCOEF(I)=0.
PCOEF()= 1.
PCOEF(3 =.875
KLAB=20
CALL CALCPOLE
DO034 1= I.N

34 (()GI*II*II
* C

* C
40 print*

print *'ZE ROES'
N P()L E=0
NFRI:Q=6
D)ATA (ZFREQmI,I 1,6) /.0325,. 108,. 180,.320,.392,.4675/

4 KLAB=20
CALL CALCZERO
DO 46 1 =1,N

C

*C
50 print ~

prim ~.'TOTAL RESPONSE'
KLAB= 10
It: (KQ(UE-ST.EQ.0) KLAII=KLAB+ 1000
CALL MA(i.Y,l,I1Il1,N)
('ALL PLTMG(Z,N.KLAB,SCALE)

*60 STOP
* ENI)

C

C
SUBROUTINE PLTMG(Z,N,KLAB,SCALE)
DIMENSION Z(1024)
print~
print *'FREQUENCY RESPONSE PLOT'
(CALL I)LT(Z,N.KLAB,SCALE,0.,.5,.1,-80.,0.,20.,0.,0.,,O)
R 1 -TURN

EN!)

SURUIE(.TI(llNLBSAE

D.4NIO II(04
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print
print ,'PHASE RESPONSE PLOT'
CALL PLT(P!II,N.-KLAB,SCALI:,.22,.28,.OI,-I80.,180.,90..0.,O.,O,o)
RETURN

* END
C

C
SUBROUTINE CALCPOLE
COMMON KQU EST, KPRNT, KLAB,SCALE
COMMON Y(1024),Z(1024).PII(024),NH

A COMMON /ZZZ/PCOEF(64),NPOLE,ZFREQ(64) .NFREQ
COMPLEX fH(1024),POLE(64),ZERO(64)
NZERO=O
IF (KQUEST.EQ.0) KLAB=KLAB+ 1000
CALL ZPOLR(PCOEF,NPOLE,POLE,IER)
CALL COEF(PCOEF,NPOLE,PCOEF,0,N,11)
If-- (I'PRNT.EQ. I) CALL PRNTPZ(POLE,NPOLE,ZERO,NZERO)
CALL PLTPZ(POLE.NPOLE,ZERO,NZERO,KLAB,SCALE)
CALL MAG(II,YZ,PH-I,N)

4 CALL PLTMG(Z,N,KLAB,SCALE)
IF (KPRNT.EQ.2) CALL PZMINMAX(POLE,NPOLE,ZERONZERO,PCOEFN,Y
RETURN
END

C

C
SUBROUTINE CALCZERO
COMMON KQU EST, KPRNT,KLAB,SCALE
COMMON Y(1024),Z(1024),PI-I(I024),N,H

a COMMON /ZZZ/PCOEF(64),NPOLE,ZFREQ(64),NFREQ
COMPLEX 1I(1024),POLE(64),ZERO(64)
N POLE= 0
IF (KQUEST.EQ.0) KLAB=KLAB+ 1000
CALL FREQPZ(ZFREQ,NFREQ,ZERO,NZERO)
CALL PZ(POLE,NPOLE,ZERO,NZERO,N,H)
IF (KPRNT.EQ.1) CALL PRNTPZ(POLE,NPOLE,ZERO,NZERO)
CALL PLTPZ(POLE,NPOLE,ZERO,NZERO,KLAB,SCALE)

4 CALL MAG(H,Y,ZPII,N)
CALL PLTMGi(Z,N,KLAB,SCALE) 

-oNYIt: (KPRNT.FEQ.2) CALL PZMINMAX (POLE,NPOLE,ZL.-RO,NZIR.NY
IF (KPRNT.EQ. 1) CALL PZIMP(ZERO,NZERO)
RETURN
END
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Appendix 4

WHITE PAPER

FM I)EMOIULATION FOR FREQUENCY HOP COMMUNICATIONS SYSTEMS

I. INTRODUCTION

For the past several years, the General Electric Corporate Research and I)evelopment ('enter has
been developing Charge I)omain Filter (CI)F) technology I'r application to Military Systems needs.
(Work performed under contract 1:19628-80-C-0213.) A ('I)F is at type of' Charge Coupled l)c, 'cc
(CCI)) for signal processing in which samples of the incoming signal are represented by charge p,.ck,,
which are split up, routed along various paths, and recombined to form new charge packets represenlini
,amples of the output signal. All necessary mathematical operations including multiplication, addii,,,n
and delay can he performed, resulting in a completely flexible signal processing capability. Since all
operations are performed directly on the charge packets themselves, non-lincaritics that commonly arise
in charge-to-%oltage and voltage-to-charge translations do not occur. These devices are capable of' im-
plementing extremely sophisticated signal processing functions with high accuracy, low power, and very
high speed. After working out many details of device structure design and lilter system architecture,
this effort has recently culminated in the design of a bandpass lilter with some unusual characteristics.

- These are illustrated in Figs. I and 2. which are amplitude plots of the frequency response o the filter.
The width of the passband is approximately l"/ of the clock frequency, and the pass hand has both a
linear phase response and a flat amplitude response. The skirt selectivity corresponds to 8 poles, and
the stop band drops off to more than -100 dB compared to the passband response. Furthermore, since
the insertion loss is only about 12 dB, the dynamic range is expected to be of the order of 70 dB. Since
the design is compatible with buried channel CCD structures, it is expected that this filter characteristic
can be obtained at any frequency from the audio range up to approximately 100 MII,. Since the center
frequency of this filter depends on the clock frequency, it is possible to moe its frequency around at
electronic speeds. Thus, a filter similar to the one shown could serve as a basis for a highly secure
communications system based on frequency hopping.

2. POSSIBLE SYSTEM ARCHITECTURE

A filter such as the one shown can be used in many different applications, and the communications
systern proposed here is only one suggestion. It was chosen as an example because it exploits a number
of the unique characteristics of the CDF filter cited above.

A possible system architecture for a frequency hopping communications system is shown in Fig. 3a
and 3b. Fig.3a is a schematic system block diagram including a tuner and first i.f. amplifier of conven-
tional design which delivers a relatively broad frequency spectrum and a monolithic "back end" whose
function is to select a frequency hopped signal from within the passband of the front end and deliver a
fully decoded digital bit stream at its output. Since the monolithic back end is a sampled data system
(and therefore has alias passbands), we assume that the passband of the front end is limited to less than

*one-fourth of the sampling frequency of the monolithic processor. This is indicated in Fig.3b by the
dashed line frequency response. In the monolithic processor itself, a first filter is used in one of its
alias response bands to select a relatively narrow portion of the spectrum and to down convert it to the
fundamental passband of the filter at one-fourth of its clock frequency. This hand of frequencies is
then further split by a second filter of the same type that is operated at a lower clock frequency. Since
this second filter is also operated in an alias passband, a further down conversion is effected, and the
bandwidth is further narrowed in the process. Finally, the charge packets are put through a, charge
domain limiter so as to remove any amplitude modulation that may be present, and is passed to a
charge domain FM demodulator which will be discussed further below.

In the above system diagram, it is assumed that all of the operalions are performed in the charge
domain so that no signal recovery is required at any internal point. The entire system is assumed to he
implemented by splitting and recombining of charge packets and by skimming operations,. This will
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permi it a single clip implementat ion which can operate at high speed with good imlUnily ito po kCr sutp-
pl\ \ariatlons, etc. In order to accomplish this objective, several of the component subsystems, Such as,
the Charge I)omain amplitude limiter and the Charge Domain FM demodulator would need further
de\ chopment effort.

3. PROPOSED RESEARCH PROGRAM

Ideas have already been generated tor accomplishing the objective outlined above, and these %il1
lno\ be described.

a. Amplitude limiter.

A method for removing amplitude modulation from a frequency modulated signal is shown in
Fig.4a and 4b. Fig. 4a is a surface potential diagram for a new device structure which accomplishes
amplitude limiting of an a.c. signal, and Fig.4b is a plan view schematic layout. The operation is
based oi; the principle of skimming.iRef.I Charge packets representing samples of a sinusoidally
varying input signal arrive from the reservoir at the left of Fig.4. and, assuming their amplitude is
sufficient to surmount the skimming barrier, they pass over the small output reservoir on their way
to the sink. In Ihe process, the output reservoir is filled completely, irrespe.tive of the amplitude
of' the incoming packet. If, on the other hand, the incoming packet was insufficient to surmount
the skimming barrier, no charge at all will enter the output reservoir. Thus, the output reservoir

" will either be filled completely or totally empty (except, of course for a very narrow range of ampli-
" tudes very close to the level of the skimming barrier). If the level of the skimming barrier is adap-

tively adjusted so that it lies right at the center of the range representing the positive and negative
peaks of the input signal, the result will be to turn signals of essentialy any amplitude into square
waves of uniform amplitude.

b. IM )emodulator

The demodulator proposed for this system is essentially two frequency sensitive filters, one
tuned to the frequency excursion below the carrier, and the other tuned to frequency excursion
above the carrier. In order to keep the transient response as short as possible, these filters can be
designed as transversal filters with impulse responses that are of finite duration. In practice, filters
having impulse responses as short as 9 samples are feasible. Thus, digital bit rates can be as high
as one tenth of the clock frequency are possible. These filters can be shaped to produce a linear
amplitude versus frequency response in the area of interest as shown in Fig.5. Or, for a digital f.m.
demodulation, where only a single frequency shift is present, these filters can be more narrowly
tuned and centered on the two shifted frequencies.

4. SUMMARY

Sonic excellent and unique capabilities possessed by Charge Domain Filters have already been
, demonstrated, and it is proposed to exploit these in a frequency shift (i.e. FM) digital communications

system. This system would he tunable in frequency at electronic speeds, permitting a high speed fre-
quCncv hop strategy for security and jam resistance. The entire "back end" including second and third

_il. limitcr and IM demodulator can be incorporated onto a single silicon chip if desired.

.hc basic filter technology required-including both device structures and filter system architecture
have already been developed, and sl)ecific ideas for implementing the limiter and demodulator fuctions
have been presented.
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Appendix 5

PROGRAMMABLE CHARGE DOMAIN FILTERS FOR SOLI) STATE RADARS

I. INTRODUCTION

During the past two years, the General Electric Corporate Research and )evelopment Center has
been developing Charge Domain Device (CI)I)) technology for potential use in military applications.
These early developments, while not addressing particular applications, demonstrated that greatly in-
creased linearity and significantly higher clock speed (as compared to conventional techniques) Could bc

, achieved by this new technology. The thrust of this work was to improve device operating speed and tk-
curacv and to investigate the underlying device physics which determines the ultimate perf(ormance
capabilities of this technology. Device simulation tools have been developed to study these new device
structures. With the knowledge gained thus far, it is now appropriate to identify some areas of applica-
tion where CDD's can best be used.

S', A series of presentations on the subject of CDI) capability was recently made to groups o1 engineers
within GE who are involved with military applications. These groups included representatives 1mm
GE.'s Aerospace Electronic Systems Dept., Military Equipment Systems Operation, Ordnance Systems
Dept., and other parties knowledgeable in military applications for sophisticated electronic signal pro-
cessing. One frequently expressed desire was for flexibility, and in particular, for an ability to digitally
program the function performed by a signal processing sub-system. Our efforts have correspondingly
included the investigation of programmable CDD's, and recent developments have indicated the feasi-
bility of providing this important function in CDD signal processing devices. The discussions also
focussed on several specific application areas which are within the reach of present CI)I) technology,
but which are extremely difficult to accomplish by any other means. A building block approach has
been conceived which would utilize a chip-cascadable, programmable CI)I) analog-analog correlator in
order to meet the needs of many of these programs.

2. TECHNICAL APPROACH

The technical approach for designing a generic chip which could meet these needs is based on a new
signal processing chip architecture which could be called a Moving Reference Programmable CD). In

,, this architecture, analog samples are scanned into a series of individual programmable charge splitters
where they remain until they are replaced. Binary bits representing the K and I-K coefficients for a tap

.- weight propagate along digital shift registers so that the coefficients move from splitter to splitter in se-quence. During each bit time, the charge packet in each of the splilters is split into two equal parts,

and the portion corresponding to the binary weight of that bit is delivered to the K or (I-K) accumula-
tor as appropriate. The remaining half* is then ready for further binary splitting. When all of the binary
bits of a particular tap coefficient have been processed, the output of the entire series is read out by
means of a pair of overlying electrodes that sense the charges in the K and I-K accumulators. After
readout, the charges in the K and I-K accumulators are returned to the same charge splitting reservoir
where they started. That is, they are not passed to the next stage as they would be in a conventional
CCD filter. At this point, the shift register containing the reference coefficients is clocked so that the
binary bits move to the next splitter in the series. The advantages of this architecture include the fact
that there is no cumulative charge transfer loss, the digital bits can be passed from chip to chip without
degradation, and the output can span several chips, if desired. The lack of charge transfer loss is due to
the fact that the analog charge packets do not move from stage to stage. Thus, any charge left behind as
a result of charge transfer inefficiency is not mixed with the next sample, but is instead simply recom-
bined with the transferred part of the same sample. The cascading of chips, which is required for the
long BT product,; needed in many applications, is accomplished by simply connecting the shil'l register

'1UlutS Iront onc chip it) the inputs of the next and connecting the corresponding overlying electrldc,
fogcther.
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"i., odh C s uppressl(on, tlte splitting clock will have to rull at X to 10 times tihe primary sampling atc.

his is not a problem however, since the splitting clock on-chip driver would only he driving one low-
capacitance electrode. Additional speed may be obtained by implementing the splitting function in
buried channel while the output charge sensing procedure (which runs at the sampling rate) could
remain surface channel for linearity reasons. Thus sampling rates in the multi-megahertz range are en-
-irelv feasible.

3. DISCUSSION

[.lhe development of such a correlator chip would provide a practical solution to a broad range of
problems including a programmable sampled data filter, a pulse compressor for solid state radars, and a
secure communications device, incorporating coded variable analog reference techniques as well as fre-
-luency hopping techniques. One particular application which is impractical with conventional technolo-
gy is outlined below.

At the present time, USAF advanced warning airborne radars utilize high power pulsed klystrons
w ith peak power in the multi-megawatt range in order to provide sensitivity at the desired distances.
Not only are these tubes bulky and relatively heavy, but they are also very expensive and difficult to
build. A desirable alternative would be an equivalent solid state radar power source, but a direct re-

*p placement is out of the question because of the limitations on peak power of solid state devices. In-
stead, the solid state alternative would use a pulse of longer duration and lower peak power, with ap-
propriate pulse compression to obtain the equivalent peak power. The problem comes about because of
the extreme amount of pulse compression required, (namely several thousand to one), the high
band idtlh, (namely several MIz.), and the low sidelobe level that can be tolerated. These require-
ments in combination add up to several giga multiply/add operations per second with at least 12 bits ac-

" curacy. Ulnfortunately, the size and weight of a processor to accomplish this signal processing task is
S"presently at least as large as the klystron it would replace, and the power required would be consider-

ably greater than the transmitter power. By using programmable and cascadable CDD correlators, this
S• task can be accomplished with perhaps a few dozen low power chips.

The alternative of addressing this application with conventional CCD's is not an attractive one. If
surlace channel C(l)'s were used, charge transfer losses would be prohibitive. Even buried channel
de% ices become marginal al'ter so many stages, but these could be made to work if a dummy stage (with
bias charge only) were inserted between each signal sample. This means that the clock rate would have
to he double the sample rate, implying clock rates as high as 10 Mliz. in some cases. The number of
stages is also doubled, of course, so the power is increased fourfold. We would end up with a CCD
with about 5000 stages (10,000 transf'ers) being clocked at 10 MHz. To avoid transfer loss problems, a
('(') of this length and speed would have to be a buried channel device, but this would imply a high
degree 01 output non-linearity. In other words, this application is not well suited to any previously pro-
posed technology--either digital or analog.

4. CONCLUSION

]'he development of Charge )omain Devices has reached the stage where they may be used in ap-
picalions to overcome problems Ihat are extremely cumbersome, if not insoluble, with conventional
tchniqluCs. ()ne particular applicalion which exemplilies this is pulse compression for solid state long

6i range radars. The high speed and programmability capabilities of C[)D's provide an attractive solution
t1 this problem. A lollow-on program of approximately 18 months total duration to develop this appli-
caiion would he appropriate at this time.
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